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FOREWORD

This document describes the third year of research and summarizes ear-
lier research on the Army's current, large-scale manpower and personnel
effort for improving the selection, classification, and utilization of Army
enlisted personnel. The thrust for the project came from the practical,
professional, and legal need to validate the Army Services Vocational Ap-
titude Battery (ASVAB--the current U.S. military selection/classification
test battery) and other selection variables as predictors of training and
performance.

Project A is being conducted under contract to the Selection and Clas-
sification Technical area (SCTA) of the Manpower and Personnel Research
Laboratory (MPRL) at the U.S. Army Research Institute for the Behavioral and
Social Sciences. The portion of the effort described herein Is devoted -to
the development and validation of Army Selection and Classification Measures,
and referred to as "Project A." This research supports the MPRL and SCTA
mission to improve the Army's capability to select and classify its appli-
cants for enlistment or reenlistment by ensuring that fair and valid measures
are developed for evaluating applicant potential based on expected Job per-
formance and utility to the Army.

Project A was authorized through a Letter, DCSOPS, "Army Research
Project to Validate the Predictive Value of the Armed Services Vocational
Aptitude Battery," effective 19 November 1980; and a Memorandum, Assistant
Secretary of Defense (MRA&L), "Enlistment Standards," effective 71 Septem-
ber 1980.

In order to ensure that Project A research achieves its full scien-
tific potential and will be maximally useful to the Army, a governance
advisory group comprised of Army General Officers, Interservice Scientists,
and experts in personnel measurement, selection, and classification was
established. Members of the latter component provide guidance on technical
aspects of the research, while general officer and Interservice components
oversee the entire research effort, provide military judgment, provide
periodic reviews of research progress, results, and plans, and coordinate
within their commands. Members of the General Officers' Advisory Group
include MG Porter (DMPM) (Chair), MG Briggs (FORSCOM, DCSPER), MG Knudson
(DCSOPS), BG Franks (USAREUR, ADCSOPS), and MG Edmonds (TRADOC, DCS-T). The
General Officers' Advisory Group was briefed in May 1985 on the issue of
obtaining proponent concurrence of the criterion measures prior to adminis-
tration In the concurrent validation. Members of Project A's Scientific
Advisory Group (SAG), who guide the technical quality of the research,
include Drs. Milton Hakel (Chair), Philip Bobko, Thomas Cook, Lloyd
Humphreys, Robert Linn, Mary Tenopyr, and Jay Uhlaner. The SAG was briefed
In October 1984 on the results of the Batch A field test administration.
Further, the SAG was briefed in March 1985 on the contents of the proposed
Trial Battery.
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A comprehensive set of new selectlon/classification tests and Job per-
formance/trainfng criteria have been developed and field tested. Results from
the Project A field tests and subsequent concurrent validation will be used
to link enlistment standards to required Job performance standards and to more
accurately asslgr soldiers to Army jobs.

GAR0 0
Technical Director
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EDITOR'S PREFACE

This Project A Annual Report for Fiscml Ye",- 1,,8C tas a different form
than the reports for previous years. It i, ",tendeý to be a comprehensive
and reasonably detailed summary of the first . years of the Army Selection
and Classification Project (Project A). The first 3 years are noteworthy
because they encompass all the development work on the broad array of
selection/classification ýtests and performance criteria upon which the
concurrent and longitudinal validations will be based. Consequently, this
report is meant to be an account of instrument development, from the con-
ceptualization of the domains to be assessed to a description of the final
reVisions of the measures themselves.

Three years may seem like a long time to spend on development work but
we hope that by the end of the report the reader will be convinced that
Project A is of a different order of magnitude than most personnel research
projects and that 3 years was a bare minimum. Future annual reports and
contract deliverables will report on the validation results, estimates of
classification efficiency, and results bearing on general issues in ability
measurement and Job performance assessment.

The bulk of this report consists of edited and abridged material from
a series of field test reports produced by the project's individual re-
search teams. Consequently, while the uurrent volume includes considerable
detail, an even more detailed account can be found in the individual field
test reports, which are supplemented by extensive appendixes issued
separately.

In general, the primary sources for the major sections were as follows:

I Part I is largely based on the Annual Reports for FY83 and FY84:

Improving the Selection, Classification, and Utilization of
ArTmy Enlisted Personnel: X5nualRe port, by Human Resources
Research Organization, American Institutes for Research,
Personnel Decisions Research Institute, and Army Research
Institute, ARI Research Report 1347, 1983. (AD A141 807)

Improving the Selection, Classification, and Utilization of
Army Enlisted Personnel: Technica Apendix .to the'A nua
Report, Newell K. Eaton and Marvin H. Ger (Eds.), ARI
7eisiarch Note 83-37, 1983. (AD A137 117)

Improving the Selection, Classification, and Utilization ofS~Army Enlisted Personnel: Annual' Report ... Snopsis, '19B4

Fiscal Year, by Human Resources Research Organization,
American Institutes for Research, Personnel Decisions
Research Institute, and Army Research Institute, ARI
Research Report 1393, 1984. (AD A173 824)

vii
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Improving the Selection, Classification, and Utilization of
Ar~m Enlisted Personnel: Annual Repirt 1984 Flscal Year,
Newel K. Eaton, Marvin H. Goer, James R. Harris, ant Lola
1i. Zook (Eds.), ARI Technical Report 660, 1984. (AD A178 944)

Impro ing the Selection, Classification, and Utilization of
Army Enl sted Personnel: Appendices to Annual Report, 1984
Fiscal Year, by Human Resources Research Organization,
American Institutes for Research, Personnel Decisions
Research Institute, and Army Research Institute, ARI
Research Note 85-14, 1984.

I Part II is composed of edited and abridged material from the fol-
!owing predictor field test reports:

Development and Field Test of the Trial Batterx for Project
r, Norman Peterson (Ed.), ARI Technical Report 739, 1937.
Xuthors of individual chapters include Norman Peterson, Jody
Toquam, Leaetta Hough, Janis Houston, Rodney Rosse, Jeffrey
McHenry, Teresa Russell, VyVy Corpe, Matthew McGue, Bruce
Barge, Marvin Dunnette, John Kamp, and Mary Ann Hanson. In
preparation.

Development and Field Test of the Trial Battery for Project
A: Appendixes to ARI Technical Report 739, Norman Peterson

Ed.), ARI Research Note In preparation.

I Part III is primarily drawn from the series of field test reports
dealing with criterion development:

Development and Field Test of Job-Relevant Knowledge Tests
for Selected MO5, by Robert H. Davis, Gregory A. Davis, John
N. Joyner, and Maria Veronica de Vera, ARI Technical Report
757, 1987. In preparation.

Development and Field Test of Job-Relevant Knowledge Tests
for Selected l: Appendixes to ARI Technical Report 757,
by Robert H. Davis, Gregory A. Davis, John N. Joyner, and
Maria Veronica de Vera, ARI Research Note in preparation.

Development and Field Test of Army-W/ide Rating Scales and
the Rater Orientation and Training Program- lai 5'.
Pulakos and waiter c. gorman TIEds., ARI Tehnical Report
716, 1986. Authors of individual chapters include Walter C.
Borman, Sharon R. Rose, and Elaine D. Pulakos. (AD Bll2 857)

Development and Field Test of Army-Wide Rating Scales and
tneRater Orientation and Training Program: Appendixes to
M Tec•n-cal Report 716, Elaine ). Pulakos and Walter C.
Borman (Eds.), ARI Research Note 87-22, 1987. In
preparation.
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Developm~ent and Field Test of Task-Based MOtS-Specific Cri-
tei~on149asuress by Chiii1otte R. Campbell, Roy C Camrp ell,.
Michael ci.' Rumsey,, and Dorothy C. Edwards, ARI Technical
Report 717, 1986. In preparation.

Development and Field Test of Task-13ased MOS-S ecific Cri-
erion Measures: !eengles to AR ecfinical Report 717, by
carloe T.-ampsel, Roy C. Campbell Michael U. umsey,
and Dorothy C. Edwards, ARI Research Note in preparation.

Develoement and Field Test of Behaviorally Anchored RatiUn
cales for Nine PIOS, by Jody L. Toquam, Jeffrey J. McHenry,
VyVy -A. Corpe, Sharon R. Rose, Steven E. Lammisin, Edward
Kui'ery, Walter C. Bornman, Raymond Maendel, and Michael J.
Bosshardt, ARI Technical Report in preparation.

Develoement and Field Test of Behaviorallg Anchored Rating
scae -s for Nine MOS: A Oendixes to ARI Technical Rep at, by
Jody L. oquam, Jeffrey J. Mcenry, Vyy X. Corpe, Saron R.
Rose* Steven E. Lammlein, Edward Kemery, Walter C. Rorman,
Raymond Maendel, and Michael J. Bosshardt, ARI Research Note
in preparation.

The Development of Administrative Measures a. Indicators of
Sodier Effectiveness, by Barry J. Riegeihaupt, Carolyn

Demeyer Harris, and Robert Sadacca, ARI Technical Report
754o 1987. In preparation.

The introduction to Part III is a creation of the editor. The
description of the criterion field test procedures and the
general summary of criterion field test results are edited
versions of material from a 1985 paper:

Criterion Reduction adCmitonvia a Partici ative

Harris, paper presented at the convention of7 the American
Psycholo0gical Association, Los Angeles, 1985.

The descriptions of the development and testing of the combat
performance prediction scales are based primarily on material
supplied by Barry J. Riegeihaupt and Robert Sadacca.

6 Part IV was assembled by the editor with assistance from James
Harris and Laurie Wise. Much of the material comes from briefing
materials developed by Harris, Wise, and the editor.

Various technical papers prepared during FY05 on specialized aspects
of the Project A research are made available in a supplement to this re-
port: Improving_ the Selection. Classification, and Utilization of rp
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Enlisted Personnel: Annual Report, 19~85 Fiscal Year --SupplIement to ARI
Technical Report 746. AR! Research Note in preparation. These papers are
listed inl AppendlX A Or the present report.

Additional editorial assistance was provided by Lola 14. Zook. Barbara
Hamilton cut, spliced, typed, and retyped many versions of the original
manuscript.

John P. Campbell
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IMPROVING THE SELECTION, CLASSIFICATION, AND UTILIZATION OF ARMY ENLISTED
PERSONNEL: ANNUAL REPORT, 1985 FISCAL YEAR

EXECUTIVE SUMM"ARY

Requirement:

Project A is a comprehensive, long-range U.S. Army program to develop
an improved personnel selection and classification system for enlisted per-
sonne . The system encompasses 675,000 persons and several hundred military
occupational specialties (MOS). The objectives are to (a) validate existing
selection measures against both existing and project-developed criteria, and
to develop new measures; and (b) validate early criteria (e.g., performance
in training) as predictors of later criteria (e.g., job performance rat-
ings), to improve reassignment and promotion decisions.

Procedure:

Under the sponsorship of the U.S. Army Research Institute (ARI), work
on the 9-year project was begun in 1982. The research involves an itera-
tive progression of development, testing, evaluation, and further develop-
ment of selection/classification instruments (predictors) and measures of
job performance (criteria).

In the first stage, file data from FY8l/82 Army accessions were used
to explore the relationships between the scores applicants made on the
Armed Services Vocational Aptitude Battery (ASVAB) and their later perfor-
mance In training and first-tour skill tests. The second stage is being
executed with FY83/84 accessions; the 19 140S in the sample were selected as
representative of the Army's 250+ entry-level MOS and account for 45% of
Army accessions. A preliminary battery of perceptual, spatial, tempera-
ment, interest, and blodata predictor measures was tested on several thou-
sand soldiers as they entered four MOS; subsequent versions were pilot
tested and field tested with nine MOS. The resulting predictor battery,
along with a comprehensive set of job knowledge tests, hands-on Job sam-
ples, and performance ratings, is being administered to 19 11OS. In the
third stage, all of the measures, refined from experience, will be used to
test about 50,000 soldiers across 19 tIOS in the FY86/87 predictor battery
administration and subsequent measurement of first-tour performance. About
3,500 are expected to be available for second-tour performance measurement
in FY91.

Findings:

The wide variety of predictor and criterion measures under development
were extensively field tested during FY84 and the first half of FY85, the

xi
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third year of effort in the project. These tests resulted in the Trial
Battery's being used in the "Concurrent Validation" phase begun in FYC5.

Utilization of Findings:

The full array of selection/classification measures of job and training
performance from Project A is being utilized in current and long-range re-
"search programs expected to make the Army more effective in matching first-
tour enlisted manpower requirements with available personnel resources.

xii
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PART I

OVERVIEW OF PROJECT A AND
SUMMARIES OF FISCAL YEAR 1983 AND

HISCAL YEAR 1984 ACTIVITIES

Part I describes the origins and objectives of
Project A, the project's organizational structure, and
the overall design of the research. The central
activities and accomplishments of the first 2 years
are then summarized, along with the plan for
integrating these materials with the description of
the project's third year in the remainder of this
report.
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Section 1

ORIGINS AND FORMULATION OF PROJECT A1

"Project A" (Improving the Selection, Classification, and Utilization
of Army Enlisted Personnel) Is perhaps the largest personnel research and
development project ever undertaken. Its general purpose is to develop an
improved selection/classification system for all entry-level positions in
an organization that annually recruits 400,000-500,000 people, selects
100,000-120,000 of them, and assigns each individual to 1 of more than 250
job classificationi. The full design for Project A covers a span of 9
years and we now have completed the third year.

The project is so large that it could not be executed by one research
organization or university group. Consequently, the "contractor". is actu-
ally a consortium of three research firms: Human Resources Research Orga-
nization (HumRRO) of Alexandria, Virginia; Personnel Decisions Research
Institute (PDRI) of Minneapolis, Minnesota; and American Institutes for
Research (AIR) of Washington, D.C. The contract is administeredand moni-
tored by the U.S. Army Research Institute for the Behavioral and Social
Sciences (ARI), which also contributes a sizable proportion of scientific
and technical resources to the project.

A parallel effort to Project A is Project B (Development of a Com-
puterized Personnel Allocation System). Project 9 Is responsible for
modeli•ig the labor supply and labor demand components of a fully func-
tioning personnel allocation system, and for developing the computer
algorithms and software to integrate information on supply, demand, and
classification validity.

If both Project A and Project B are successful, the final product will
be composed of the following elements:

a A labor supply forecasting model and procedures for estimating the
parameter values of the model.

I A model for forecasting the Army's long- and near-term personnel
needs (labor demand) and procedures for estimating the parareter
values of the model.

s A new set of selec ion/classification tests which, togethotr with
the Armed Services Vocational Aptitude Battery (ASVAB), optimize
the balance between the costs of testing and the gain in
classification utility.

I A metric and procedure for estimating the utility of performance
within and across jobs.

IMuch of the material in Section I is drawn from the Project A annual
report for the 1983 fiscal year (ARI Research Report 1347) and the 1984
fiscal year (ARI Research Report 1393) and associated documents.
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A set of computerized algorithms (e.g., linear programming) that
Integrates demand information, supply information, and validity

.Information In such a wuy that, for any designated period, the
overall utility of personnel assignments is maximized.

All of this is an ambitious undertaking. The following report is a
summary of the first 3 years of Project A's contributions to the effort as
well as a detailed report of activities during the third year.

The Selection/Classification System for Army En isted Personnel

The Current System

Each year more than 100,000 new recruits are selected, classified,
trained, and assigned to perform the hundreds of Jobs required for an
effectivo Army. The system currently used for making the initial selection
and classification decision has a lona history. The development of the
primary selection measure, ASVAB 8/g/10, can be traced through earlier
forms--the Army Classification Battery (ACB), the Army Qualification Bat-
tery (AQB), the Armed Forces Qualification Test (AFQT), the Army General
Classification Test (AGCT)*,-back to the original Army Alpha.

To be qualified for initial enlistment into the Army by the present
system, applicants must meet a number of eligibility criteria, including
age, moral standards, physical standards, and "trainability." The latter
determination, the most relevant in the current context, is based upon a
combination of two sets of criteria: scores attained on the ASVAD, and
educational attainment.

The ASVAB is currently administered as an entry test at Military
Entrance Processing Stations (MEPS) or at Mobile Examining Team (MET)
sites. It Is also administered by MIET to high school juniors and seniors,
Scores from this test are used for guidance counseling and are also pro-
vided to Army recruiters as a means of identifying qualified recruitment
prospects. In addition to ASVAB, non-high school graduates are adminis-
tered a short biographical questionnaire, the Mi1litary Applicant Profile
(MAP), which has been found to be a useful tool for identifying the
individuals who are likely to be poor risks In terms of probability of
completing Army initial entry training.

For applicants who have not previously taken the ASVMB and whose
educational/mental qualifications appear to be marginal in terms of the
Prmy's trainability standards, a short enlistment screening test may be
administered to assess an applicant's prospects of passing the ASVAB test.
Applicants who appear, upon initial recruiter screening, to have a reason-
able prospect of qualifying for service are referred either to a MIEP site
for administration of the ASVAS, or directly to a M.EPS. HIEPS staff com-
plete all aspects of the screening process, including administration of the
mental and physical examination. On the basis of the information assem-
bled, those found qualified for enlistment are classified by Military Oc-
cupational Specialty CMOS) and assigned to a particular training activity.

I-3
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About 80% of Army enlistees enter the Army under a specific enlistnent
option that guarantees choices of initial school trailiing, career field
assignment, unit assignment, or geographical area. For these applicants,
the initial classification and training assignment decision must be made
prior to the entry into service. This Is accomplished at the MiEPS by re-
ferring applicants who have passed the basic screening criteria (mental,
physical, moral) to an Army guidance counselor, whose responsibility it is
to match the applicant's qualifications and preferences to the Army's
current skill training requirements, and to "make reservations" for train-
Ing assignments, consistent with the applicant's enlistment option.

The classification and training reservation procedure Is accomplished
by the Recruit Quota System (REQUEST), which was Implemented in 1973.
REQUEST is a computer-based system that coordinates the information needed
to reserve training slots for volunteers. One major limitation Is that
REQUEST uses minimum qualifications for accessions control. Thus, to the
extent that an applicant may minimally qualify for a wide range of courses
or specialties, based on aptitude test scores, the Initial classification
decision is governed by (a) his or her own stated preference (often based
upon limited knowledge about the actual job content and working conditions
of the various military occupations), (b) the availability of training
slots, and (c) priorities/needs of the Army. Numerous procedures for
improving the system are under development. These include "MIOS Match
Module" and the previously mentioned Project 0 Computerized Personnel
Allocation System, as well as other smaller efforts.

This review of current practice suggests that the present selection
and classification procedures could be improved by taking advantage of
recent technological advances and developments in decision theory. There
is a need for developing a formal decision-making procedure that is aimed
at maximizing the overall utility of the classification outcomes to the
Army. However, this decision process must allow for the potentially
adverse impacts on recruitment if the enlistee's interests, work values,
and preferences are not given sufficient consideration. There are clear
trade-offs that must be evaluated between the procedures necessary to (a)
attract qualified people, and (b) put them into the right slots.

Modifications Needed in the Current System

The current Army personnel system has a number of features that must
be addressed in Project A:

1. Current selection measures cover a fairly limited range of
individual characteristics. The ASVAB Is an excellent measure of
general cognitive abilities. However, in addition, there is a
need for developing potentially relevant non-cognitive measures,
such as psychomotor/perceptual abilities, vocational interests,
and biographical indexes, and determining their usefulness in
predicting aspects of Army-wide and MOS-specific performance.

2. No measures of job performance that can be used as criterion
measures in validation research are available. Current measures
of job proficiency (Skill Qualification Tests--SQT) are designed
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primarily as diagnostic training tools rathe than as standardized
procedures for performance appraisal.

3. The available information on selection and classification validity
is based on the relationship of entrance tests to performance in
training, not performance on the job.

4. The Army does -not have the data system necessary to make critical
personnel decisions throughout a soldier's lifecycle on the basis
of accumulating Information about the job performance of the
individual and the needs and priorities of the Army.

5. Currently, if an applicant chooses a specific training program and
meets the minimum aptitude requirements, he or she is placed into
that training if an opening exists. This procedure does not take
"Into account where that individual could best serve the needs of
the Army or even where that individual could be most successful in
the Army.

6. The Army does not have an efficient means of expressing needs and
policies in terms of personnel goals, constraints, and trade-offs.
An adaptive, self-adjusting system that can more fully support
management decision making is needed.

These characteristics of the current system stem primarily from the
dynamics in the labor market, the new requirements produced by emerging
weapon systems, and the inevitable lag of an operational system behind the
most recent technological advances in testing and personnel decision making.

Origins of the Project

In response to needs expressed by the Army and by Congress, as well as
the previously mentioned professional considerations, ARI began in 1980 to
develop a major new research and development (R&D) program in personnel
selection, classification, and allocation. The basic requirement was to
demonstrate the validity of the ASVAB as a predictor of both training and
on-the-job performance.

While ARI staff were systematically reviewing that requirement, the
concept of a larger project began to emerge. With only a moderate amount of
additlonal resources, new predictors in the perceptual, psychomotor, inter-
est, teiperamont, and biodata domains could be evaluated as well. A longi-
tudinal research data base could be developed to accumulate information on a
variety of predictor/criterion relationships from enlistment, through train-
ing, first-tour assignments, reenlistment decisions, and for some, to their
second tour. Also, the data could be the basis for making near-real-time
decisions on the best match between characteristics of an individual enlistee
or reenlistee and the requirements of available Army Military Occupational
Specialties (MOS).

To address the selection and classification portion of the effort,
solicitation MDA 903-81-12-R-0158, "Project A: Development and Validation of
Army Selection and Clatsification Measures," was issued 21 October 1981.
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This document is the "official" starting point of Project A. The solicita-
tion initially outlined a 7-year program designed to provide the information
necessary for implementing a state-of-the-art selection and classification
system for all U.S. Army enlisted personnel.

While the contract Statement of Work (SOW) and the Request for Proposals
(RFP) were being developed, certain structural changes were made within ARI
to accommodate the project. A new manpower and personnel laboratory was
created with Joyce L. Shields as director, and a selection and classification
technical area was established headed by Newell K. Eaton. To execute the in-
house research and to monitor the contract, it was also necessary to recruit
additional professional staff.

In response to the RFP, the Human Resources Research Organization,
American Institutes for Research, and Personnel Decisions Research Institute,
formed a consortium to develop a research proposal for Project A. HumRRO
assumed the responsibility as the prime contractor, and the consortium's
proposal was submitted in January 1982. The contract was awarded to the
HumRRO-AIR-PDRI consortium 30 September 1982.

Specific ObJectives of.Prptect A

The project has two principal kinds of objectives. The first type per-
tains to the operational needs of the Army. They constitute the basic pur-
poses for which the project is funded and supported. Specifically, Project A
is to:

1. Develop new *measures of Job performance that can be used as cri-
teria against which to validate selection/classification measures.
The new criterion measures will use a variety of methods tn assess
both job-specific measures of Lask performance and general perfor-
mance factors that are not Job specific.

2. Validate existing selection measures against both existing and
project-developed criteria.

3. Develop and validate new and/or improved selection and classifica-
tion measures.

4. Validate proximal criteria, such as performance in training, as
predictors of later criteria, such as Job performance ratings, so
that more informed decisions about reassignment and promotion can
be made throughout the individual's tour.

S. Determine the relative utility to the Army of different performance
levels across MOS.

6. Estimate the relative effectiveness of alternative selection and
classification procedures in terms of their validity and utility
for making operational selection and classification decisions.

A second set of objectives has to do with questions of a more scientific
nature. This second set of questions is being addressed with essentially the
same data as the first. That is, the project does not have two parts with
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one having to do with basic research and the other focused on applied re-
search. Instead, the scope of the project and the attempt to consider an
entire system at one time make it possible to concurrently address a number
of more basic research objectives. Some of these are as follows:

1. Identify the basic variables (constructs) that constitute the
universe of information available for selection/classification into
entry-level-skilled jobs.

2. Develop a comprehensive model of performance for entry-level-
skilled jobs that incorporates both a theoretical latent structure
and linkages to state-of-the-art measurement. q

3. Describe the utility functions and the utility metrics that indi-
viduals actually'use when estimating "utility of performance."

4. Describe the degree of differential prediction across (a) major
domains of abilities, personality, interests and personal history,
(b) major factors of job performance, and Yc) different types of
Jobs. The project will collect a large sample of information from
each of these three populations (i.e., individual differences,
performance factors, and Jobs).

5. Determine the extent of differential prediction across racial and
gender groups for a systematic sample of individual differences,
performance factors, and jobs.

6. Develop new statistical estimators of classification efficiency.

Each of the above objectives, both applied and basic, breaks down into a
number of more specific questions that will be touched on in later sections.

ProJect A 0rganization

Task Structure

For purposes of an orderly division of labor, Project A is organized
into five major research tasks:

Task 1. Data Base Management and Data Analysis. Task 1 has two major
components. The first component deals wlth designing, generating, and main-
taining the data base. By the end of the project the data base will contain
several hundred thousand records taken from three Army troop cohorts, three
major validation samples, and numerous pilot samples. The second component
is concerned with providing the analytic capability for (a) analyzing field
test and validation data and (b) evaluating the existing set of predictors
against the new performance measures, to determine whether the new predictors
have incremental validity over and above the present system. These two
components must be accomplished using state-of-the-art technology in methods
for analyzing personnel selection research data.

Task 2. Development of Predictors of Job Performance. To date, a large
proportion of the efforts of the Armed Servicesin this area has been concen-
trated on improving the ASVAB, which is now a well-researched, valid 'measure
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of general cognitive abilities. However, many critical Army tasks depend
on psychomotor and perceptual skills for their successful performance.
Further$ neither biodata nor motivational variables are now comprehensively
evaluated. It is perhaps in these four non-cognitive domains that the
greatest potential for adding valid independent dimensions to current clas-
sification instrur--nts is to be ~found. The objectives of Task 2 are to
develop a broad array of new and improved selection measures and to ad-
minister them to three major validation samples. A critical aspect of this
task is the demonstration of the incremental validity added by new
predictors.

Task 3. Measurement of School/Training Success. The objective of
Task ~ S to deri~ve school and training performance indexes that can be
used (a) as criteria against which to validlate the Initial predictors, and
(b) as predictors of later Job performance. Comprehensive Job knowledge
tests will .be developed for the sample of MOCS investigated, and their
content and construct validity will be determined. Two additional purposes
for developing* training criterion measures are to determine'the relation-
ship of training performance to Job performance and to find out whether
validating against each of these kinds of criteria selects the same or
different predictor measures.

Task 4. Assessment. of Army-Wide Performance. In contrast to
performane measures that may be developed for a s eiTfic Army MOS, Task 4
will develop measur~es that can be used across all MOCS (i.eb, Army-wide).
The intent Is to develop measures of first- and second-tour Job performance
a~inst which all Army enlisted personnel may be assessed. A major objec-

t ye for Task 4 is to develop a model of soldier effectiveness that speci-
fies the major dimensions of an Individual's contribution to the Army as an
organization. Another important objective of Task 4 is to develop mea-
sures of performance utility.

Task S. Development of MOS-Specific Performance Measures. The focus
of Task 5 1s the development or reiawi and vaid measures of specific Job
task performance for a selected set of MOS. This task may be thought of as
having three major components: job analysis, construction of Job perfor-
mance measures, and validation of the constructs for the new measures.
While only a subset of MOS will be analyzed during this project, the Army
may in the future wish to develop job performance measures for a larger
number of MOS. For this reason, it is intended that the methods used will
apply to all Army MOS.

In addition, Task 6 deals with administrative management of the
project.

The Consortium/ARI Organization

The Initial project organization is depicted In Figure 1.1. The
principal consortium investigators are shown, with the ir respective .
organizations, In the lower row. The principal ARI staff are shown in the
upper row. Within the project, consortium and ARI investigators undertake
both independent and joint research activities. ARI starf also have the
administrative role of contract oversight.
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During the first 3 years, technical and management oversight has been
the responsibility of N~ewell K. Eaton, the contracting offk~er's technical
representative (COR) . He has been the ARI principal scientist, with the
responsibility for technical review and guidanc~e. Consortium management has
been the responsibility of M4arvin H. Goer, the managing project director.
Within the consortiums John P. Campbell has been the principal scientist
responsible for overall scientific quality. Robert Sadacca has been the
assistant for technical planning and research design. James Harris has been
primarily responsible for the day-to-day coordination of the project's
multiple activities.

The AdvisoryGroup Structure

To ensure that Project A is consistent with other ongoing research
programs being conducted by the other armed services, a mechanism was needed
for maintaining close coordination with the other military departments, as
well as with the Department of Defense. A procedure also was needed to
assure that the research program is technically sound, both conceptually and
methodologically. Finally, a method was needed to receive feedback on
priorities and objectives, as well as to identify current problems before
they become too large to fix.

The method used to meet these needs was to establish a series of
advrsory groups. Figure 1.2 shows the structure and membership of the
Governance Advisory Group, which is comprised of the Scientific Adviscry

V.I. Army Rawaish Oowmnra-es A*.4ev Group
mtInlule fo 0ul .ivn

UXd Social Iisakom Ma I. OCHWAR12ROFF
1ARQ) CHAIRMAN

DN. NXC EATON I013N19FP1 US. ARMY INTE NIRVICK

ma. P. WIND0 V.4 Ift. OLIESY DR. 0.?. SCILIA
DON.?. COOK M .G . SOMGNOS OR. J. L.. IIHIII Lot
OI. AL NARIL ICHAIR) SGIPI J.111. PO3S ON. M.P. W1KOFF
OI. L. WUM RI4N S SO 0.5. LUCK COL. J.,P AMON

HUWMa. 1111010 OI III 79OPYR

N.,amh Otp.naatmio OI. L UHLANSA

Figure 1.2. Governance Advisory Group as of 30 September 1983.
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Group (SAG), Army Advisory Group (GAG), and Interservice Advisory Group
(ISAG) components.

The SAG comprises nationally recognized authorities in psychometrics,
experimental design, sampling theory, utility analysis, and applied research
in selection and classification, and in the conduct of psychological research
in selection in the Army environment. The ISAG comprises the Laboratory
Directors for applied psychological research in the Army, Air Force, and
Navy, and the D rector of Accession Policy from the DoD Office of Assistant
Secretary of Defense for Manpower and Reserve Affairs.

The GAG includes representatives from the Office of Deputy Chief of
Staff for Personnel (DCSPER), Office of Deputy Chief of Staff for Operations
(DCSOPS), Training and Doctrine Command (TRADOC), Forces Command (FORSCOM),
and U.S. Army Europe (USAREUR). These senior officers have a significant
interest in the project planning and priorities. They also represent the
elements that provide the necessary and substantial troop support.

The Research Plan and Integrated Master Plan

The first 6 months of the project were spent planning, documenting,
reviewing, modifying, and redrafting research plans, troop support requests,
administrative support plans, and budgetary plans, as well as executing
initial research efforts. Drafts of the plans were provided to the SAG and
ISAG. Their comments, provided orally during meetings and subsequently
written In response to draft documents, were incorporated in the research
plan.

The culminating review was conducted in April 1983 by the Army Advisory
Group, with representatives from the Scientific and Interservice Advisory
Groups. In that meeting the advisors reviewed the entire research program,
research design, sampling strategy, main cohort and focal MOS recommendation,
and troop support implications. They incorporated changes to reduce the
troop support burden and distribute it more equitably among the three par-
ticipating commands (FORSCOM, TRADOC, USAREUR). All three components of the
Governance Advisory Group endorsed the research program.

In May 1983, ARI issued ARI Research Report 1332, Improving the
Selection, Classification, and Utilization of Arm Enlisted Personnei--
ProjeCt A: Research Plan. In June 1983, the "Project A: integrated master
Plan" (HumRRO FR-PRD-83-8) was issued, providing detailed budget alloca-
tions, schedules, and specifications of contract deliverables.

Summary of Research Design and Sple Selection,

The overall design of Project A is described in detail in the Master
Research Plan (June 1983). Again, the overall objectives are to develop and
validate an experimental battery of new and improved selection measures
against a comprehensive array of job performance and training criteria. The
validation research must produce sample estimates of the parameters necessary
to implement a computerized selection and classification system for all
first-tour enlisted MOS.
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Research Design

To meet these objectives, a design was developed that uses two predic-
tive and one concurrent validation on two major troop cohorts (FY83/84
accessions and FY86/87 accessions), and one file data validation on the
FY81/82 cohort. That is, in addition to collecting data from new samples,
the project is making use of existing file data that have been, or can be,
accumulated for 1981 and 1982 accessions. A schematic of the data collection
plan is shown in Figure 1.3.

The logic of the design Is straightforward. Existing file data on the
FY8i/82 cohort provided the first opportunity to revalidate the ASVAB against
existing training criteria and against the SQT. As described In a separate
report (McLaughlin, Rossmeissl, Wise, Brandt, & Wang, 1984), and summarized
later in this report) the results of the analyses of FYel/82 file data were
used to suggest operational changes in ASVAB composites. The file sample
consisted of approximately 90,000 records distributed over 120 110S in
sufficient numbers to permit analysis. The FY81/82 data also provide a
benchmark against which to compare the additional validation data to be
collected.

The FY83/84 cohort provided the first opportunity to obtain validation
data using new predictor tests and new performance measures. Two samples
have been taken from this cohort. First, a "preliminary" predictor battery
of predominately off-the-shelf tests chosen to represent major constructs was
administered to soldiers in four MOS (31C, 19E/K, 638, 71L) as they entered
the Army during the last half of FY83 and the first half of FY84. A total of
11,000 personnel in the four lOS were tested. Besides looking at the rela-
tionship of the Preliminary Battery constructs to the existing ASVAB, we
followed a portion of this sample during the summer and fall of 1985 with a
broad array of criterion measures (described later). The follow-up of the
Preliminary Battery sample was part of a much larger Concurrent Validation
sample drawn from 1985 job incumbents who entered the Army during FY8j/84.

Results from the administration of the preliminary predictor battery
sample (described later under predictor development) were used to help
develop the trial predictor battery for use in the major Concurrent Vali-
dation during-9-e summer and fall of 1985. Immediately prior to the
Concurrent Validation, all predictors and all criterion measures were put
through a series of field tests. For example, all criterion measures were
field tested on approximately 150 incumbents in each of nine MOS. The test
hattery used during the predictor field tests was labeled the Pilot Trial
Battery. Both the Preliminary Battery sample and the field tests were 01e5
to develop the Trial Battery for use in the Concurrent Validation.

The Trial Battery is being validated in a sample of 19 HOS against an
array of newly developed training and job performance measures. For each
11OS, 500-700 Incumbents are being tested. As noted above, a subset of the
Concurrent Validation sample took the Preliminary Battery approximately IF
months earlier, which will permit a longitudinal validation of the off-the-
shelf tests that were selected to represent major ability and personality
constructs.
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Analysis of the Trial Battery data will result in further revision of
the predictor battery. The revised version will then be called the Eper-
mental Battery, which will be used with a longitudinal validation -sii-e
selected from people who enter the Army in FY86 and FY87. The Experimental
Battery will be administered at the time of entry to approximately 50,000
people distributed across 19 MOS. The training measures will be administered
at the conclusion of each individual's Advanced Individual Training (AIT)
course and the Job performance criterion data will be collected approximately
18 months later. In addition, both general (Army-wide) and job (MOS)-
specific performance measures will be developed and administered to the
surviving members of both the FY83/84 and FY86/87 cohort samples during their
second tour of duty. Consequently, for both these samples the design is also
a longitudinal one.

Sample Selection

The overall objective In generating the samples has been to maximize the
validity and reliability of the information to be gathered, while at the same
time minimizing the time and costs involved. In part, costs are a function
of the numbers of people In the sample. However, costs are also influenced
by the relative difficulty involved in locating and assembling the people in
a particular sample, by the degree to which the unit's operations are dis-
rupted by the data collection, by the staff costs involved in collecting the
data in a particular manner, and by other such factors.

The sampling plan Itself incorporated two principal considerations.
First, a sample of MOS was selected from the universe of possible MOS; then,
the required sample sizes of enlisted personnel (EP) within each MOS were
specified. The MOS are the primary sampling units. This design is necessary
because Project A Is developing a system for a population of jobs (tIOS), but
only a sample of MOS can be studied.

Large and representative ;amples of enlisted personnel within each
selected MOS are important because stable statistical results must be
obtained for each MOS. There is a trade-off in the allocation of project
resources between the number of MOS researched and the number of subjects
tested within each MOS: The more MOS are investigated, the fewer subjects
per MOS can be tested, and vice versa. Cost versus statistical reliability
considerations dictated that 19 MOS could be studied.

To samples from all 19 MOS we have administered the new predictors (from
Task 2) and collected the school and Army-wide performance data (of Tasks 3
and 4). For nine of these MOS, we have also administered the MOS-specific
performance measures developed in Task 5. The nine MOS were chosen to pro-
vide maximum coverage of the total array of knowledge, ability, and skill
requirements of Army jobs, given certain statistical constraints.

MOS Selection

The selection of the sample of 19 MOS proceeded through a series of
stages. The guidelines that follow were used to draw an initial sample of
MOS.
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s High-density MOS that would provide sufficient sample sizes for
statistically reliable estimates of new predictor validity and
differential validity across racial and gender groups.

Representativn coverage of the aptitude areas measured by the ASVAB
area composites.

SHigh-priority fIOS (as rated by the Army 2  in the event of a
national emergency).

# Representation of the Army's designated Career Management Fields
(CMF).

Representation of the jobs most crucial to the.Army's mission (e.g.,
the combat specialties).

This set of 19 MOS represented 19 of the Army's 30 Career Management
Fields (CMF). Of the 11 CMF not represented, 2 (CMF 96 and 98) are clas-
sified, 2 (CMF 33 and 74) had fewer than 500 FYBI accessions, and 7 (CMF 23,
28, 29, 79, 81, 84, and 74) had fewer than 300 FY81 accessions. The initial
set includes only 5% of Army jobs but 44% of the soldiers recruited In FY81.

Similarly, of the 15% women in the 1981 cohort, 44% are represented in
the sample; of the 27% blacks, 44% are represented in the sample; and of the
5% Hispanic, 43% are represented. Although female and minority representa-
tion Is high absolutely, relatively it remains about the same as in the
population.

Mine of the 19 MOS were earmarked for the Job-specific performance
measurement phase of the project. These were selected, as a subset, with the
same general criteria used in identifyinC the parent list of 19. Since the
larger list is composed of 5 combat and 14 noncombat HOS, it seemed reason-
able that these categories be proportionally represented in the subset of 9.
Consequently, the 9 MOS designated for Job-specific performance measurement
development are:

(1) I1B - Infantryman
* (2) 13B - Cannon Crewman

(3) 19E/K - Tank Crewman
(4) OSC - Radio TT Operator
(5) 63B - Vehicle and Generator Mechanic

* (6) 64C - Motor Transport Operator
* (7) 71L - Administrative Specialist

(8) 910 - Medical Care Specialist
* (9) 95B - Military Police

An initial batch of four (designated on the list by asterisks) was selected
and termed Batch A; the other five are Batch B. Work was begun first on
Batch A and then on Eatch B.

2 00CSOPS (DAMO-ODM), bF, 2 Jul 82, Subject: IRR Training Priorities.
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Refinements of the MOS sample included a cluster analysis of expert
ratings of lOS similarity and a teview of the initial sample by the
Governance Advisory Group.

MOS Cluster Analysis
To obtain data for empirically clustering MOS on the basis of their task

content similarity, a brief job description was ge erate'( for each of 111HOS

from the job activities described In AR 611 -201. The sample of Ill MOS
represents 47% of tne population of 238 Skill Level 1, Active Army MOS with
conventional ASVAB entrance requirements. It includes the 84 largest MOS
(300 or more new Job incumbents yearly), plus an additional 27 selected
randomly but propvrtionately by CMF. Each job description was limited to two
sides of a 5x7 card.

Members of the contractor research staff and ARI Army officers--
approximately 26 in all--served as expert Judges and were given the task of
sorting the sample of 111 Job descriptions into homogeneous cate ories based
on perceived similarities and differences in job activities as described in
AR 611-201. Data from the similarity scaling task were used to cluster
analyze the matrix of similarities for the 111 jobs.

The results were used to check the representativoness of the initial
sample of 19 MOS. That is, did the initial sample of MOS include repre-
sentatives from all the major clusters of MOS derived from the similarity
scaling? On the basis of these results, and guidance received from the
Governanco Advisory Group, two MOS that had been selected initially (62E and
31M) were replaced by MOS 51B and MOS 27E, which are in the same CMF and
involve the same Aptitude Area Composites as the replaced MOS. The sample of
MOS resulting from the above procedures is shown in Table 1.1.

The next two sections of this report summarize in somewhat more detail,
the project's activities for FY83 (year one) and FY84 (year two).

3Army Regulation 611-201, Enlisted Career Management Fields and Military
Occupational Specialties.
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Section 2

OVERVIEW OF FISCAL YEAR 1983

During the first year of the project, detailed plans were prepared, the
sample of focal MOS was selected, the sample sizes required from each were
specified, and work was begun on the comprehensive predictor and criterion
"development that would be the basis for the later validation. In addition,
the available computer file data on the FYSl/P2 cohort were merged from the
various sources, edited thoroughly, and prepared for analysis.

Plans for the project as a whole and activities during the first year
were described in the Annual Report for the 1903 fiscal year (ARI Research
Report 1347) and the technical appendix to that report (ARM Research •'ote
83-47), both published in October 1983.

Planning Activities

In general, as previously noted, much of the first year's effort was
taken up by an intensive period of planning, briefing ttne advisory groups,
preparing the initial troop requests, and related activities.

The requirement for a detailed research plan to be produced during the
first 6 months of the contract was included in the RFP. Hindsight judges it
to be an even more valuable step than the authors of the RFP might have had
in mind. The research staff devoted a great deal of effort to the writing of
the research plan, and it was carefully reviewed by the advisory groups and
by the ARI professional staff. Revisions were then made, and the completed
plan was published in May 1983 under the Joint authorship of the contractor
and ARI staffs.

The Research Plan and the accompanying ilaster Plan lay out, in detail,
the specific steps to be taken in each subtask in the project, the schedule
to be followed, and the budget allocations to be made to each subtask during
each contract period. These two documents have become the blueprint for the
project. They have also proven invaluable as a mechanism for developing a
ronsensus and facilitating communication among contractor staff and between
the contractor and ARI.

The detailed planning and review that went into the develhprient of the
Research Plan and Master Plan made it possible to specify, clearliy and
precisely, the troop support the project would need during its first 2
years. Consequently, the project staff has experienced relatively little
difficulty in communicating project needs to the nppropriate Army organi-
zations and in gaining their support. The cooperation we have received has
been outstanding.
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Criterion Developnment

During FY83 the development of performance measures proceeded through
the steps described below.

40S Task Descriptions

Because the information had not been generated for personnel research
purposes, the Army's MOS job analysis data needed considerable modification
before they could be used by Project A for criterion development. Conse-
quently, a great deal 0f effort in FY83 was devoted to refining and integrat-
Ing task descriptions from Soldier's Manuals and from the Comprehensive Data
Analysis Program (CODAP) occupational survey questionnaires. For each MOS, a
data bank of task statements was accumulated from all available sources, and
the Individual task statements were edited to determine If they Indeed
focused on observable Job tasks, if they were redundant or overlapped with
other tasks, and if they were at the same level of generality. Subject
matter experts (SmEs) were consulted to determine whether the edited pool of
task descriptions provided a complete picture of the MOS content. The SMEs
also Judged the relative criticality of each task.

The resulting task descriptions provided the principal basis for the
development of hands-on performance measures and job knowledge tests.

Assessment of Training Performance

A major objective of Project A is to use a comprehensive and standard-
ized test construction procedure to develop a measure of training success for
each focal MOS, in which the item conten" represents both the content of
training and the content of the job. That Is, the Items will sample the job
content representatively and will be further Identified as being covered in
training vs. not being covered in training. When this is accomplished, a
measure of direct learning in training (scores on Items that match training
content) and a measure of indirect learning (scores on items not directly
related to training content) can he related to a variety of job performance
criteria, with and without ability (as measured by predictor tests)
controlled.

On the way to developing norm-referenced training achievement tests for
each of the 19 MOS, the staff visited each Proponent school and developed a
description of the objectives and content of the training curriculum. They
also used Army Occupational Survey Program (AOSP) information to develop a
detailed task description of job content for each MOS. After low-frequency
elements were eliminated, SME judgments were used to rate the importance and
error frequency for each task element. Approximately 225 tasks were then
sampled proportionately from MOS duty areas.

What was produced was a thorough analysis of the objectives, curriculum,
and assessment procedures for the key schools. The process of descrioing MOS
job content and matching it with training content was begun In FY83 and
completed during FY84.
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Assessment of Job Performance

The initial model of soldier effectiveness which we developed was
perhaps a bit crude, We said essentially that both specific task performance
and the general factors of commitment, morale, and organizational socializa-
tion comprised the total domain.

During FY83 the task descriptions for the four MOS in Batch A were
completed and those for Batch B were in progress. Virtually all the critical
Incident workshops necessary for constructing MOS-specific task performance
factors were completed. This most likely has been the most massive effort
ever undertaken to apply Behaviorally Anchored Rating Scales (BARS) methods
to criterion development. There now exist accounts of hundreds of critical
incidents of specific task performance within each focal MOS, and thousands
of critical incidents describing performance behaviors that have a general,
not MOS-specific, referent. These large samples of job behaviors were used
to identify MOS-specific and MOS-general performance factors and (during
FY84) to develop rating scales to assess individual performance on these
factors. This process produced a revised and expanded model of the criterion
space to be used to generate further criterion development work.

An additional important outcome of the interaction between developing
the model and describing tasks/behavior was the identification-of an array of
MOS-specific tatk performance factors intended to encompass the unique task
content of all MOS in the enlisted personnel job structure., Although it was
only a first cut, It provides the basis for the further development of a
standardized set of task descriptors that can be applied to any MOS to
describe its content. Such a standardized measure will make it possible to
answer a number of important questions that could not have been addressed
previously. For example, how similar are any two MOS in terms of their job
content? Should they have a common selection algorithm? How different should
their training schools be?

Predictor.Seltctton

A major objective that had to be accomplished during the first contract
year was to select the preliminary predictor battery for administration to
the FY83/84 longitudinal sample and to lay the groundwork for the development
of the trial predictor battery. To do this, the project staff carried out a
massive literature search. The result was (a) a description of the specific
measures that might be useful in any selection or classification effort, (b)
a summary of the empirical evidence attendant to each one, and (c) an expli-
cation of the latent variables, or constructs, that seem to best represent
the content of the operational rmeasures or tests.

Data Base Management/Valtdation Analysis

Project A will generate a large amount of Interrelated data that must be
assembled into an integrated data base that can be accessed easily by the
research tSnams for analytical purposes. Therefore, a major task was to
establish and maintain the longitudinal research data base (LRDB), which
links data un diverse measures gathered in the va,,ious tasks of Project A and
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incorporates existing data routinely collected by the Army. Such a compre-
hensive LRDB will enable Project A to conduct a full analysis of how informa-
tion gathered at each stage of the enlistee's progress through his or her
Army career can add to the accuracy of predicting later performances.

In accordance with the Project A Research Plan, the LRDB will contain
three major sets of data. The first set consists of existing data on FY81/82
accessions, including accession information (demographic/biographical data,
test scores, and enlistment options), training success measures, measures of
progress or, attrition taken from the Enlisted Master File (EMF), and specific
information on SQT scores. This first set of data is to be employed to vali-
date the current version of the Armed Services Vocational Aptitude Battery
(ASVAB), Insofar as that can be done with available criteria. It will be
used to investigate major methodological and conceptual issues. The second
and third major sets of data will involve the new data collection efforts of
the FY83/84 and FY86/87 cohorts.

A significant portion of the first year's LRDB activities involved plan-
ning the data base contents and procedures for the duration of the project.
The main result of this activity was the draft and final LRDB plan. Other
planning accomplishments included installing the RAPID data storage and
retrieval system, developing workfile generation and data set documentation
programs, identifying and implementing data file integrity and security pro-
cedures, and establishing data editing procedures.

Most of the substantive LRDB results during the first year were related
to the creation of the FY81/82 cohort data base for use in the preliminary
validation of the current ASVAB and the evaluation of new aptitude area
composites. The validity and differential validity of the existing pre-
dictors (ASVAB 8/9/10) against existing criteria (training grades, SQT, and
administrative outcomes) were being determined on all MOS for which there are
sufficient data. These results will serve as a benchmark against which the
subsequent validations using new and/or improved predictors and criterion
nmeasures can be compared. The validity of alternative composites of ASVAB
subtests can be compared with the validity of the existing composites.

In Conclusion

During its first contract year Project A stayed on schedule and within
its budget. More attention than the Army's reseabrh staffs had originally
envisioned was devoted to detailed planning and outside review. However,
these thorough and careful preparatory steps seemed well worthwhile In terms
of facilitating communication among all persons associated with the project
and uncovering unresolved Issues that would have plagued us at some later
time,

Also, although much of the research activity during the first year was
designed as essentially preparatory, some valuable first-year products
include the 81/82 data f1le, the task banks, the critical incident banks, and
the literature review of the predictor domain.
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Section 3

OVERVIEW OF FISCAL YEAR 1984

During the second year of work on Project A, the major efforts were in
the development of performance measures and predictor tests, evaluation of
the validity of the ASVAB, and exploratory investigation of procedures for
scaling the utility of performance levels across MOS.

The work performed during the second year is described in detail in the
Annual Report Synopsis for FY84 (ARI Research Report 1393) and a companion
detailed report (ARI Technical Report 660), which also Includes technical
documents that were prepared during the year to support various aspects of
the program (and which is supplemcnted by ARI Research Note 85-14, containing
additional appendix material). All three reports were published in October
1984.

Project Administration

The overall administration and structure of Project A continued without
change in FY84. However, a contract amendment dealing with the scope of work
was designed and implemented as envisaged in the Research PlAn (ARI Research
Report 1332). The amendment provides for a shift in focus to future cohorts
(from the FY81/82 and FY84/85 cohorts to the FY83/84 and FY86/87 cohorts).
It also specifies the additional work entailed in:

* Acquiring training school data on the FY83/84 cohort for predictor
and criterion development.

* Conducting validity analyses of the FY81/82 cohort data.

* Conducting additional job and task analyses to support refinements
in the MOS sample.

* Preparimg detailed analyses to support the sampling strategy (and

the resultant Troop Support Requests).

a Developing and administering the "Preliminary Battery."

I Acquiring, using, and maintaining computerized psychomotor/
perceptual test equipment.

0 Expanding the utility re,;earch program.

* Extending the research schedule through 1991 to retain the objec-
tive of analyzing second-term validity data on the second (FY86/87)
main cohort.

Included in the changes noted above was a requirement for an extensive
investigation of psychomotor/perceptual measures. Implementing this decision
required the acquisition, use, and maintenance of computer-driven test
equipment.
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During the course of the second year there were several personnel
chaneges in the Governance Advisory Group. These changes are reflected in
Figure 1.4. There were also changes in assignments for the ARI task monitors
and consortium task leaders and other key personnel. The assignm~ents for
these monitor/leader positions at the end of FY84 are reflected in Figure I.E.

U.&. A""Y Researc Govemnanc Advis~ory Group
IratiWue for Ssha'Eioral

aid Social Scaienm MG B.S. PORTER
(ARI) CHAI RMAN

OR. N.IC EATON ISCIENTIFIC U.S. ARMY INTERSERVICE
ADVISORS ADVISORS ADVISORS

DR. P. BSQKO MG W.G. O'LEKSY DR. W.S. SELLMAN
DR. T. COOK MG M.O. EDMONDS DR. J.L SHIELDlS lChairl
DR. M. HAKEI. (Chair) SO F.M. FRANKS, JR. DR. M.F. WISKOFF

DR. L. HUMPHREYS SG w.C. KNUDSON COL J.P. AMOR
DR. A. LINN

Murnma Raeorces DR. M. TENOPYR

Rawdi Orgenization DR. J. UH LANER
11HumRRO)

Coordination

Figure 1.4. Governance Advisory Group as of 30 September 1984.

School and Job Performance Measurement

Project A criterion development was at the following point at the
beginning of the project's second year in October 1983:

* The critical incident procedure had been used with two wor!!shoips of
officers to develop a first set of 22 dimensions of Army-wide
rating scales, as wiell as an overall performance scale anci a scale
for rating the potential of an individual to be an effective NiCO.

* The critical incident procedure had also been used to develop
dimensions of technical performance for each of the four f!OS in
IGatch A (1313, Cannon crewman; 64-C, Motor Transport Operator; 71L,
Administrative Specialist; 95B3, Vilitary Police).
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0 Tne pool of 30 tasks In each Batch A MOS that would be subjected to
hands-on and/or knowledge test measurement had been selected.
After preparing job tatsk descriptions, the staff had used a series
of Judgments by subject matter experts, considering task impor'-
tance, task difficulty, and intertask similarity, to select the
final sets of tasks.

* In working toward norm-referenced training achievement tests, at
the end of FY83 we had a refined task sample for each MOS and
systematic. descriptions of the training program against which to
develop a test item budget.

a A preliminary analysis had been made of the feasibility of
obtaining archival performance records from the computerized
Enlisted Master File (EMF), the Official Military Personnel File
(OMPF), which is centrally stored on'micr~ofiche, and the Mi1litary
Personnel Records Jacket (201 File).

The principal objectives for criterion development for FY84 were to
(a) use the Information developed in FY83 to construct the initial version of
each criterion mieasure, (b) pilot test each initial version and modify as
appropriate, and (*c) evaluate the -criterion measures :For the four MOS In
Batch A in a relatively large-scale field test (about 150 enlisted personnel
in each MOS). The field test continued into FY85 during which the criterion
measures for the five MOS in Batch B were evaluated.

.During FY84 a pilot version vids developed for most, but not all,
criterion measures. The specific progress on each measure is described
below'.

Ar-ieRtn cls An additional four critical incident workshops
invo ngI7 ofIicers an Os were conducted during FY84. On the basis of
the critical incidents collected in all workshops, a preliminary set of 15
Army-wide performance dimensions was identified and defined. Using a
combination of workshop and mail survey participants (N - 61), the initial
set of dimensions was retranslated and 11 Army-wide performance factors
survived. The scaled critical incidents were used to define anchors for each
scale, and directions and training materials for raters were developed ar'd
pretested.

During the same period scales were developed to rate overall performance
and individual potential for success a4 an NCO. Finally, rating scales were
constructed for each of 14 commlon tasks that were identified as part of the
responsibility of each individual in every MOS.

MOS-Specific BARS SCALES. Four critical incident workshops involving
70-75 officers and NCOs wer completed for each of the MOS in Batch A and
Batch B. A retranslation step similar to that for the Army-wide rating
scales was carried out, and six to nine MOS-spe,;ific performance rating
scales (Behaviorally Anchored Rating Scales, BARS) were developed for each
MOS. Directions and training materials for scales were also developed and
pretested.
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Hands-on Measures (Batch A). After the 30 tasks per MOS were selected
for Batch A, the two major development tasks that remained before actual
preparation of tests were the review of the task lists by the Proponent
schools and the assignments of tasks to testing mode (i.e., hands-on job
samples vs. knowledge testing).

For assignment of tasks to testing mode, each task was rated by three to
five project staff on three dimensions. The extent to which a task was
judged to require (a) a high level of physical skill, (b) a series of
prescribed steps, and (c) speed of performance determined whether it was
assigned to the hands-on mode. For each MOS, 15 tasks were designated for
hands-on measurement. Job knowledge test items were developed for all 30
tasks.

The pool of initial work samples for the hands-on measures was then
generated from training manuals, field manuals, interviews with officers and
job incumbents, and any other appropriate' source. Each task "test" was
cmcomposed of a number of steps (e.g., in performing cardiopulmonary resuscita-
tion), each of whitch was to be scored "go, no-go" by an incumbent NCO. A
complete set of directions and training materials for scorers was also devel-
oped. The initial hands-on measures and scorer directions were then pre-
tested on 5 to 10 job incumbents in each MOS and revised.

MOS-Specific Job Knowledge Tests (Batch A). A paper-and-pencil,
multiple-choice job knowledge test was developeFd-tOcover all of the 30 tasks
in the MOS lists. The item content was generated on the basis of training
materials, Job analysis information, and Interviews, with an average of about
nine items prepared for each of the 30 tasks. eir the 15 tasks also measured
hands-on, the knowledge items were intended to be as parallel as possible to
the steps that comprised the hands-on mode. The knowledge tests were pilot
tested on approximately 10 Job incumbents per MOS.

Task Selection and Test Construction for Batch B. By the end of FY84,
basic task descriptions had been developed for Batch 8 in a manner similar to
that used for Batch A. However, task descriptions had not yet been submitted
to SME judgments about difficulty, importance, and similarity. The remaining
steps of task selection, Proponent review, assignment to testing mode, and
test construction were carried out in FY85.

In addition, for Batch B a formal experimental procedure vias used to
determine the effects of scenario differences on SME judgment of task
importance. The design called for 30 SMEs to be randomly assigned to one of
three scenarios (garrison duty/peacetime, full readiness for a European
conflict, and an outbreak of hostilities in Europe).

Training Achievement Tests (Batch A . During FY84, generation of
refined task lists for each of the 19 MOS in the Project A sample continued.
For each MOS in Batch A, an item budget was prepared matching Job duty areas
to course content modules and specifying the number of items that should be
written for each combination. An item pool that reflected the item budget
was then written by a team of SMEs contracted for that purpose.
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Training content SMEs and job content SMEs then judged each item in
terms of its importance for the Job (under each of the three scenarios, in a
repeated measures design), its relevance for training, and its difficulty.
The Items were then "retranslated" back into their respective duty areas by
the job SMEs and Into their respective training modules by the training
SMEs. Items were designated as "Job only" it' they reflected task elements
that were described as an important part of the job but had no match with
training content; such items are intended to be a measure of incidental
learning in training.

Administrative (Archival) Indexes. A major effort in FY84 was a
systematic comparison of information found in the Enlisted Master File (EMF),
the Official Military Personnel File (OMPF), and the Military Personnel
Records Jacket (201 File). A sample of 750 incumbents, stratified by MOS and
by location, was selected and the files searched. For the 201 Files the
research team made on-site visits and used a previously developed protocol to
record the relevant information. A total of 14 items of information,
including awards, letters of commendation, and disciplinary actions, seemed,
on the basis of their base rates and judged relevance, to have at least some
potential for service as criterion measures.

Unfortunately, the microfiche records .ppeared too incomplete to be
useful, and search of the 201 Files was cumbersome and expensive. It was
decided to try out a self-report measure for the administrative -indexes and
compare it to actual 201 File Information for the people in the field trials
during FY85.

Predictor Measurm.ent

During FY83, predictor development activities had been focused on
comprehensive reviews of the literature (for cognitive, non-cognitive, and
psychomotor measures respectively), visits to other personnel research
laboratories, and consultations with designated experts in the field. The
available literature was systematically catalogued on record forms designed
for the project and the process of summarizing the information was begun.

The major activities completed during FY84 were:

0 The definition and identification of the most promising predictor
constructs.

* The administration and initial analysis of the Preliminary Battery.

a The development, tryout, and pilot testing of the first version of
the Trial Battery, called the Pilot Trial Battery.

* The development and tryout of psychomotor/perceptual measures,
using a microprocessor-driven testing device.

Each of these activities is briefly summarized below. A more complete
description of new test development is presented in later sections of this
report.
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Construct Definition

The first activity, defining and identifying the most promising pre-
dictor constructs, was accomplished in large part by using experts to provide
structured, quantified estimates of the empirical relationships of a large
number of predictors to a set of Army job performance dimensions (the dimen-
sions were defined by other Project A researchers). By pooling the judgments
of 35 experienced personnel psychologists, we were able to more reliably
identify the "best" measures to carry forward in Project A.

These estimates were combined with other information from the literature
review and Preliminary Battery analyses, and a final, prioritized list of
constructs was identified,

This effort also produced a heuristic model based on factor analyses of
the experts' Judgments. This model organizes the predictor constructs and job
performance dimensions into broader, more generalized classes and shows the
estimated relationships between the two sets of classes. This analysis is
fully described In Wing, Peterson, and Hoffman (1984).

Preliminary Battery

SSimilarly, the initial analyses of Preliminary Battery data provided
empirical results to guide development of Pilot Trial tests. Data were col-
lectel with the Preliminary Battery on four MOS: 05C (Fort Gordon), 19E/K
(Fort Knox), 63B (Fort Dix and Fort Leonard Wood), and 71L (Fort Jackson).

The first 1,800 cases from a total sample of over 11,000 were used in
the initial analyses. These analyses enabled us to tailor the Pilot Trial
Battery tests more closely to the enlisted soldier population. They also
demonstrated the relative Independence of cognitive ability tests and non-
cognitive inventories of temperament, interest, and biographical data. This
effort is fully reported in Hough, Dunnette, Wing, Houston, and Peterson
(1984).

Pilot Trial Battery

The information from the first two activities fed into the third
activity: the development, tryout, revision, and pilot testing of new pre-
dictor measures, collectively labeled the Pilot Trial Battery. New measures
were developed to tap the ability constructs that had been identified and
prioritized. These measures were tried out on three separate samples, with
improvements being made between tryouts. The tryouts were conducted at Forts
Carson, Campbell, and Lewis with approximately 225 soldiers participating.

At the end of the second year, the final version of the Pilot Trial
Battery underwent a pilot test on a larger scale. Data were collected to
allow investigation of various properties of the battery, including distribu-
tion characteristics, covariation with ASVAB tests, internal consistency and
test-retest reliability, and susceptibility to faking and practice effects.
About 650 soldiers participated In the pilot test.
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Computer-Administered Measures

The development, tryout, revision, and pilot testing of computerized
measures Is actually a subset of the Pilot Trial Battery development effort,
but Is worthy of separate mention. Several objectives were reached during
1984, An appropriate microprocessor was identified and six copies were
obtained for development use. The ability constructs to be measured were
Identified and prioritized. Software was written to utilize the microproces-
sor for measuring the abilities and to administer the new tests with an
absolute minimum of human administrators' assistance. A customized response
pedestal was designed and fabricated so thae "sponses would be reliably and
straightforwardly jbtained from the people oving tested. The software and
hardware were put through an iterative tryout and revision process.

Data Pass Management/Valtdatton Analyses

Dur' ig Project A's second year, the Longitudinal Research Data Base
(LRDB) as expanded dramatically, The first major validation rosearrch effort
was ca';,ied out, using information on existing predictors and criteria in the
expanded LRDB. The initial validation research led to a proposal for improv-
ing the Army's existing procedures for celecting and classifying new
recruits; the proposed improvements were adopted by the Army after thorough
review and were implemented in the ASVAB at the beginning of FY85. A number
of smaller research efforts were also supported with the expanded LRDB.

Growth of the LRDB

FY84 saw three major LRDB expansion activities:

0 The enlargement of the FY81/82 cohort data files.

0 The establishment of the FYB3/84 cohort data files.

* The addition and processing of pilot and field test data files for
different predictor and criterion instruments.

Expansion of the FY81/82 Cohort Data Files. During FY83, we had accumu-
lated application/accession Information on all Army enlisted recruits who
were processed in FY81 or FY82, and we had processed data from AIT courses on

* their success in training. During FY84, we added SOT data providing informa-
tion on the first-tour performance of these soldiers subsequent to their
training. SQT information was found for a total of 63,706 soldiers in this
accession cohort, notwithstanding the fact that many of the soldiers in this
cohort were not yet far enough along to be tested in this time period and
others were in MOS which were not tested at all during this period.

In addition to SQT information, administrative information from the
Army's Enlisted Master File was added to the FY81/82 data ba3e. Key among
the variables culled from the EMF were those describing attrition from the
Army, including the cause recorded for each attrition, and those describing
the rate of progress of the remaining soldiers. Records were found for a
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total of 196,287 soldiers in this cohort. While the major source of adminils-

trative information was the FY83 year-end EMF files, information on progress
and attrition was added from Mlarch and June 1984 quarterly EMF files.

Establishment of the FY83/84 Cohort Data Files. During FY84, applica-
tion and accession Information was assembled on recruits processed during
FY83 and FY84. This cohort Is of particular importance to Project A because
it is the cohort to be tested In the Concurrent Validation effort. In addi-
tion to accession information, administrative data on the progress of this
cohort were extracted from annual and quarterly EMF files.

With the FY83/84 cohort, we began to include data collected on new
instruments developed by Project A. Preliminary Test Battery Information was
collected on more than 11,000 soldiers in four different MOS.

During FY84 we also accumulated archival data on training grades for
soldiers in the four MOS to which the Preliminary Battery (PB) was adminis-
tered. At the end of FY84, data were still being added on soldiers who had
taken the Preliminary Battery at the beginning of their training. The data
collected included both written and hands-on performance measures adminis-
tered at the end of individual modules as well as more comprehensive end-of.
course measures. Table 1.2 shows the number of soldiers for whom training
performance information is available, and the number of soldiers for whom
both types of Information are available.

Table 1.2

FY83/84 Soldiers With Preliminary Battery and Training Data

Cases With
Both PB and Training Data

Percent Percent of
Total Totala of PB Training

MOS PB Cases Training Cases Total Total Total

05C/31C 2,411 1,951 833 35 43

19E/K 2,617 2,749 1,809 69 66
63B 3,245 1,959 1,223 38 62

71L 3,039 4.654 2.079 68 45
Total 11,312 11,313 5,944

a As of FY84 year-end.

Creation of Pilot and Field Test Data Files. During FY84, a grzat deal
of information was collected in conjunction with the development of new
instruments to be used in the Concurrent Validation. The largest
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accumulation of such information resulted from the Batch A combined criterion
field test. The combined inforrmation led to nore than 3,000 analysis
variables for each of the 548 soldiers tested.

A second major field test effort during FY84 involved the Pilot Trial
Battery. Scheduling conflicts postponed the data collection effort until
very late in the fiscal year, so initial prccessing of these data had only
begun by the end of FY84.

In addition to the major field tests of predictor and criterion Inetru-
ments, data from a number of other efforts were incorporated into the LRDB.
These included ratings of task and item importance, pilot tests on t"ainees
of the comprehensive Job knowledge tests intended for training use, and data
gathered during the exploratory round of utility workshops.

ASVAB Area Composite Validation

As a first step in its continuing research effort to improve the Army's
selection and classification system, Project A completed a large-scale inves-
tigation of the validity of Aptitude Area Composite tests currently used by
the Army as standards for the selection and classification of enlisted per-
sonnel. This research had three major purposes: to use available data to
determine the validity of the current operational composite system, to
determine whether a four-composite system would work as well as the current
nine-composite system, and to ioentify any potential Improvements for the
current system.

The ASVAB is composed of 10 cognitive tests or subtests, and these
subtests are combined in various ways by each of the services to form
Aptitude Area (AA) Composites. It is these AA composites that are used tu
predict an individual's expected performance in the service. The 1U.S. Army
uses a system of nine AA composites to select and classify potential enlisted
personnel: Clerical/Administration (CL), Combat (CO), Electronics Repair
(EL), Field Artillery (FA), General Maintenance (CM), Mechanical Maintenance
(1Hl), Operators/Food (OF), Surveillance/Communications (SC), and Skilled
Technical (ST).

The criterion measures used in the Project A analyses as indexes of
soldier performance were end-of-course training grades and SQT scores. While
both have some limitations, they were the best available measures of soldier
performance. These two criteria were first standardized within 'O$, and then
combined to form A single index of a soldier's performance in his or her MOS.

One unique aspect of the composite phase of the research was the larc'e
size of the samples used in the analyses. The total sample size of nearly
65,000 soldiers renders this research one of the largast (if not the largest)
validity investigations conducted to date.

The validities obtained in this research for the current nine AA compos-
ites are given in Figure 1.6. As can be seen, the existing composites are
very good predictors of soldier performance. The corposite validities ranged
from a loa of .44 to a high of .B5 with the average validi t y being about .4l.
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These numbers for the existing predlctors are about as high as one is likely
to find in measuring test validities.
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Figure I.6. Predictive validities systems for nine and four Aptitude Area composites.

A second finding was that, despite the high validities of the existing
composites, a set of four newly defined AA composites could be used to
replace the current nine without a decrease in composite validity. This set
of four alternative composites included: a new composite for the CL cluster
of MOS; a single new composite for the CO, EL, FA, and GM MOS clusters; a
single new composite for the GM, MM, OF, and SC MOS clusters; and a new com-
posite for the ST cluster of MOS.

Figure 1.6 also shows the test validities (,ýurrected for range restric-
tion) for this four-composite system when it is used to predict performance
in the nine clusters of MOS defined by the current system. In all cases the
Four-composite solution showed test validities equal to or greater than the
existing nine-composite case.

A corollary finding of the investigation into the four-composite solu-
tion was that the validities for two of the nine composites could be
substantially improved without making major changes to the entire system.
This improvement was accomplished by dropping two speeded subtests (Numerical
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Operations and Coding Speed) from the CL an6 SC composites and replacing them
with the Arithmetic Reasoning and Mathematical Knowledge subtests for the CL
composite and the 1rithmetic Reasoning and Mechanical Comprehension suhtests
for the SC composites. Figure 1.7 compares the old and new forms for the CL
and SC composites. This simple substitution of different subtests was able
to improve the predictive val.idit4 i,> he CL composite by 16% and of the SC
composite by 11%.

Current ASVAB Proposed

Composite C. oite

Subtests r r

Clrical/Administrative VE+NO+CS .48 VE+AR+MK .56
MOS

Surveillance/Comunications VE+NO+CS+AS .45 VE+AR+MC+AS .50
MUS

Figure 1.7. A comparison of current and alternative Aptitude
Area composites.

On the basis of these data, the Army decided to implement the proposed
alternative composites for CL and SC, effective 1 October 1984.

A fuller discussion of the research entailed in the development and
validation of the AA composites can be found in McLaughlin et al. (1984).

In Conclusion

By the end of FY84 the initial development and first pilot testing of
all major predictor and criterion variables had been completed. This
included the development of the first versions of the hands-on Job samples
and the computer-administered perceptual and psychomotor tests.

In addition, the formal field tests of the criterion measures were begun
on the Batch A MOS. The predictor battery designated as the Pilot Trial
Battery also underwent a more comprehensive pilot testing on approximately
650 soldiers.

Finally, by the end of FY84 the longitudinal research data base had been
designed and the revalidation of the ASVAO using FY0I/82 file data had been
completed.
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Section 4

FISCAL YEAR 1985

The third year of Project A was both resource and effort intensive. It
was during FY85 that all predictor and criterion construction was completed,
all field tests were completed, the field test results were analyzed, the
final revisions (before validation) of the measures were made, and the
Concurrent Validation data collection was begun.

Project Administration

During the third year's work, several changes were effective in the
Governance Advisory Group. These changes are reflected in Figure 1.8. There
were also changes among the ARI task monitors and the consortium task feaders
and other key personnel. The assignments for these positions at the end of
FY85 are shown in Figure 1.9.

Research Activities

A summary schedule of FY85 events is as follows:

1. Completion of field tests for pilot March 1985
trial predictor battery.

2. Analysis of predictor field test October 1984-April 1985
data.

3. Revision of Pilot Trial Battery to May-June 1985
fcrm the Trial Battery.

4. Completion of Batch B criterion March 1985
field tests.

5. Analysis of Batch A and Batch B December 1984-June 1985
field test data.

6. Revision of criterion measures for flay-June 1985
use in Concurrent Validation.

7. Army proponent review of instruments May 1985
used in Concurrent Validation.

8. Start of Concurrent Validation. June 1985

Since the project's third year was such a crucial one and represented a
culmination of a great deal of basic development work, it seems appropriate
to use this FY85 report to summarize in some detail the first 3 years of
SProject A. Consequently, the major parts of Projert A will be described,
with the discussion emphasizing, but not limited to, the activities during
FY85. This comprehensive presentation includes a discussion of how each
phase of the research was conceptualized and initially formulated, as well as
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Governanca Advisory Group

U.S. Army Resaurch
Institute for B4ehavioal

and Social kiunces Ma W.a. O*Lekay
ARI)HAMAN

CIEINTIFIC U.S. ARMY INTERSERVICE
ADVISORS ADVISORS ADVISORS

DR. F. DOINGO Me C.P. BRIcGS DR. NJ. RATON (Chair)

OIL T. COOK Ma Jt.X CORNI DR. N. GUINN
DR. K. NAKIL (Chak) EQ P.M. FRANK$, JR. DR. W.I. lELLMAN
DR. L. HUMPHREY8 30 W.C. KNUDSON DR. M.P. WISKOFFi • OR. R. IJNN

IHoman Reuomoas DR. A. TENOPYR
• Research Organixotion DR. d.UHLAN iR

(HumRRO) I

a /and SupJJot I

Amwflean Institutes personnel Decsilons
FW A erchResearch, Institute

S.(POR

Figure 1.9. Project A organization as o0130 September 1985.

a description of what wAs actually done. Bear with us as we go back to year
one and pick up the story after the organization and staffing of the project
had been agreed upon, the research plan had been completed and approved, and
work had begun in earnest on each substantive task.

Organization of the Report

The remainder of this report is divided into two major sections; Part II
describes the development and field test of the predictor battery, and Part
III deals with the development and field test of the performance measures.
By 30 May 1985 the final array of predictors and criteria to be used in the
Concurrent Validation was agreed upon, and the validation collection began in 4

June. The basic procedures employed in the Concurrent Validation are
described in the last section of this report, Part IV.

This report is supplemented by an ARI Research Note (in preparation),Ik
which contains various technical papers prepared during FY85 in connection
with specific aspects of the Project A research activities. These papers are
listed in Appendix A of the present report.
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PART II

PREDICTOR DEVELOPMENT

After discussion of the general issues involved in
Project A's predictor development efforts, the specific
development steps and initial pilot testing of each major
predictor type will be described. After all predictors
are discussed in turn, the full-scale field tests will be
described and the revisions to the 4,nstruments made on the
basis of the field tests will be outlined.

H.-
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Section 1

INTRODUCTION TO PREDICTOR DEVELOPMENT 1

This section describes the development, initial pilot testing, and field
testing of the Trial Battery. The Trial Battery Is the array of new enlisted
selection/classification tests that are being evaluated in the Concurrent
Validation sample. Again, the overall objective is to develop and validate
tests that supplement the Armed Services Vocational Aptitude Battery (ASVAPR)
and broaden the domain of potential selection measures for U.S. Prmy
first-tour enlisted personnel.

Project A has adopted a construct-oriented strategy of predictor devel-
opment and endeavored to build a model of the predictor space by (a) identi-
fying the major domains of constructs, (b) selecting measures within each
domain that met a number of psychometric and pragmatic criteria, and (c)
specifying those constructs that appeared to be the "best bets" for incre-
menting prediction of training/job performance and attrition/retention in
Army jobs.

Ideally) the model would lead to the selection of a finite set of
relatively independent predictor constructs that are also independent of
present predictors and maximally related to the criteria of interest. If
these conditions were met, then the resulting set of measures would yield
valid prediction within each job, yet possess enough heterogeneity to yield
Wvaid classification of persons into different jobs.

Objective

This approach led to the delineation of a set of more concrete
objectives:

1. Identify existing rieasures of human abilities, attributes, or
characteristics that are rost likely to be effective in predicting
successful soldier performance and in classifying persons into N!OS
%hero they will be most successful, with speciel emphasis on
ataributes not tapped by current pre-enlistment measures.

I,m

'I(

1Part II is based primarily on ARI Technical Report 739, Development and
Field Test of the Trial Batter for Project A, Norman Peterson, Editor, and a
supplementary ARI Research Note (in preparation', which contains the report
appendixes that present the tests used in the Pilot Trial Battery and Trial
Battery administration. Authors of various portions of this report include
Morman Peterson, %ocdy Toquam, Leaetta Hough, Janis Houston, Podney Rosse,
Jeffrey MIcHenry, Teresa Russell, VyVy Corpe, Matthew 11cGue, Bruce B~arge,
Marvin Dunnette, John Kamiip, and Mlary Ann Hanson.
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2. Where appropriate, design and develop new measures or modify
existing measures of these "best bet" predictors.

3. Estimate and evaluate the reliability of the new pre-enlistmnent
measures and their vulnerability to motivational set differences,
faking, variances in administrative settings, and practice effects.

4. Determine the interrelationships (or covariance) between the new
pre-enlistment measures and current pre-enlistment measures.

5. Determine the degree to which the validity of new pre-enlistment
measures generalizes across Military Occupational Specialties
(MOS), that is, proves useful for predicting measures of successful
soldier performance across quite different MOS, and, conversely,
the degree to which the measures are useful for cl-assification or
the differential prediction of success across MOS.

6. Determine 'the extent to which new pre-enlistment measures increase
the accuracy of prediction 'of success and the accuivncy of
classification into MOS over and above the levels of accuracy
reached by current pre-enlistment measures.

General Research Design and Organization

To achieve these objectives, we have followed the design depicted in
Figure 11.1. Several things are noteworthy about the 15 subtasks in the
research plan. Finst, five test batteries are mentioned: Preliminary
Battery, Demonstration Computer Battery, Pilot Trial Battery, Trial Battery,
and Experimental Battery. These appear in sequence, a schedule that allows
us to improve the predictors as data are gathered and analyzed on each
successive battery or set of mfeasures. Second, a large-scale literature
review and an vxpert Judgment procedure were utilized early in the project to
take maximum advantage of previous research and accumulated expert
knowledge. The expert judgments were used early on to develop an initial
model of both the predictor space and the criterion space, which also relied
heavily on the Information gained from the literature review. Thi rd , the
design includes both predictive and concurrent validation designs.

The project staff were organized into three "domain teams." One team
* concerned itself with temperament, biographical, and vocational interest

variables and came to be called the "non-cognitive" team. Another team
examined cognitive and perceptual variables and was called the "cognitive"
team. The third team concentrated on psychomotor and perceptual variables
and was labeled the "psychomotor" team or sometimes the "computerized" team,
since all the measures developed by that team were computer-administered.

We turn now to a description of the initial research activities devoted
to development of new predictors, specifically: the literature review; ex-
pert judgments; development, administration, and analysis of the Preliminary
Battery; and initial development of a computer battery. As Figure 11.1,
shows, all of the these activities led up to a development of the Pilot Trial
Ba tt ery.

1.1-3
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Literature Review

The overriding purpose ot the literature review was to gain maximum
benefit from earlier research on selection/classification measures that were
even remotely relevant for the jobs in the Project A job population.

Search Procedures,

The search was conducted by the three research teams, each responsible
for the broadly defined area of human abilities or characteristics mentioned
previously. These areas, or domains, proved to be convenient for purposes of
organizing and conducting literature search activities, but were not used as
(nor intended to be) a final taxonomy of possible predictor measures.

The literature search was conducted in late 1982 and early 1983 (i.e.,
FY83). Within each of the three areas, the teams carried out essentially the
same steps:

1. Comnpile an exhaustive list of potentially relevant reports,
articles, books, or other sources.

2. Review each source and determine its relevancy for the project by
examining the title and abstract (or other brief review).

3. Obtain the sources identified as relevant in the zecond step.

4. For relevant materials, carry out a thorough review and transfer
relevant information onto summary forms specifically developed for
the project.

Within Step 1, several computerized searches of relevant data bases
were generated. Across all three ability areas, over 10,000 sources were
identified via the computer search. Many of these sources were identified as
relevant in more than one area, and were thus counted more than once.

In addition to the computerized searches, we solicited reference lists
from recognized experts in each of the areas, obtained several annotated
bibliographies from military research laboratories, and scanned the last
several years' editions of relevant research journals as well as more general -
sources such as textbooks, handbooks, and appropriate chapters in the Annual
Review of Psychology.

The vast majority of the references identified in Step I were not rele-
vant to Project A and were eliminated in Step 2. The references identified
in Step 2 were obtained and reviewed, and ýao forms were completed for each
source: an Article Review form and a Predictor Review form (several of the
latter could be completed for each source). These forms were designed to
capture, in a standard format, the essential information, which varied con-
siderably in organization and reporting style in the original documents.

The Article Review form contained seven sections: citations, abstract,
list of predictors (keyed to the Predictor Review forms), description of
criterion measures, description of sample(s), description of methodology,

11-5

.5 ~ ~ .,A.. ~ f

-- ' ft



other results, and reviewer's comments. The Predictor Review form also con-
tained seven sections: description of predictor, reliability, norms/
descriptive statistics, correlations with other predictors, correlations with
criteria, adverse impact/differential validity/test fairness, and reviewer's
recommendations (about the usefulness of the predictor). Each predictor was
tentatively classified into an initial, working taxonomy of predictor con-
structs (based primarily on the taxonomy described in Peterson and Bownas,
1982).

Literature Search Results

The literature search was used in two major ways. First, three working
documents were written, one for each of the three areas: cognitive/
perceptual abilities, psychomotor/perceptual abilities, and non-cognitive
predictors (including temperament or personality, vocational interest, and
biographical data variables). These documents summarized the literature with
regard to critical issues, suggested the most appropriate organization or
taxonomy of the constructs in each area, and summarized the validities of the
various measures for different types of job performance criteria. Second,
the predictors identified in the review were subjected to further scrutiny to
(a) select tests and inventories to make up the Preliminary Battery, and (b)
select the "best bet" predictor constructs to be used in the "expert Judg-
ment" research activity. We turn now to a description of that screening
process,

Screening of Predictors

An initial list was compiled of all predictor measures that seemed even
remotely appropriate for Army selection and classification. This list was
further screened by eliminating measures according to several "knockout"
factors: (a) measures developed for a single research project; (b) measures
designed for a narrowly specified population/occupational group (e.g.,
pharmacy students); (c) measures targeted toward younger age groups; d)
measures requiring special apparatus for administration; (e) measures requir-
ing unusually long testing times; (f) measures requiring difficult or subjec-
tive scoring; and (g) measures requiring individual administration.

Knockout factor (d) was applicable only with regard to screening for the
Preliminary Battery, which could not have any computerized tests or other
apparatus since it was to be administered early in the project, before such
testing devices could be developed. Factor (d) was not applied with regard
to screening measures for inclusion in the expert Judg-ent process.

The result of the application of knockout factors was a second list of
candidate measures. Each of these measures was evaluated, by at least two
researchers, on the 12 factors shown in Figure H1.2. (A 5-point rating scale
was applied to each of the 12 factors.) Discrepancies in ratings were
resolved by discussion. There was not always sufficient information for a
variable to allow a rating on all factors.

HI-6
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1. Discriminabilty. - extent to which the measure has sufficient score
range and variance, I.e., does not suffer from calling and floor
effects with respect to the applicant population.

2. Reliability - degree of reliability as measured by traditional psycho-
metric methods such as test-retest, Internal consistency, or pralleli
forms reliability.

3. Group Score Differinces (Differential Impact) - extent to which there
are mean and variance difterences In scores across groups defined by
age, sex, race, or ethnic groups; a high score indicates little or no
mean difierences across these groups.

4. Consistency/Robustness of Administration and Scoring - extent to which
administration and scoring is standardized, ease of administration and
scoring, consistency of saministratlon and scoring across admlnlstra-
tors and locations.

S. Generallty - extent to which predictor measures a fairly general or
broad ability or construct.

6. Criterion-Related Validity - the level of correlation of the predictor
aI a measure of Job performance, training performance and turnover/at-
trition. I,

7. Construct Validity - the amount of evidence existing to support the
predictor as a measure of a distinct construct (correlational studies,
experimental studills, etc.).

8. Face Validity/Applicant Acceptance - extent to which the appearance
and administration methods of the predictor enhance or detract from
Its plausibility or acceptablilty to laymen as an'appropriate test for
the Army.

9. oifrfrential Valldlty - existence of significantly different
criterion-related vaTlidity coefficients between groups of legal or
societal concern (race, Sex, age); a high scare indicates little or
no differences lit validity for these groups,

S10. Test Fairness - degree to which slopes, InLtrcepts, and standard
errors of estimate difrer-across groups of legti or societal concern
(race, sex, age) when predictor scores are regressed on Important
criteria (Job performance, turnover, training); a high score Indicates
fairness (little or no differences in slopes, intercepts, and standard

errors of estimate).

11. Usefulness of classification - extent to which the measure or predic-
tor will be useful in classifying persons Into different specialties.

12. Overall Usefulness for Predicting Army Criteria - axtent to which
predictor Is likely to contribute to the overall or Individual predic-
tion of criteria Important to the Army (e.g., AWOL drug use, attri-
tion, unsuitability, job performance, and trainingj.

Figure 11.2. Factors used to evaluate predictor measures for the
Preliminary Battery.
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This second list of measures, each with a set of evaluations, was input
to (a) the final selection of measures for the Preliminary Battery and (b)
the final selection of constructs to he included in the expert judgment
process.

Expert Forecasts of Predictor Construct Validities

The procedure used in the expert Judgment process was to (a) identify

criterion categories, (b) identify an exhaustive range of psychological
constructs that may be potentially valid predictors of those criterion
categories, and (c) obtain expert judgments about the relationships between
the two. Schmidt, Hunter, Croll, and McKenzie (1983) showed that pooled
expert judgments, obtained from experienced personnel psychologists, were as
accurate In estimating the validity of tests as actual, empirical
criterion-related validity research using samples of hundreds of subjects.
That is, experienced personnel psychologists are effective "validity
generalizers" for cognitive tests, although they do tend to underestimate
slightly the true validity as obtained from empirical research.

Consequently, one way to identify the "best bet" set of predictor
variables and measures is to use a formal judgment process employing experts,
such as that followed by Schmidt et al. Peterson and Bownas (1982) provide a
complete description of the methodology which has been used successfully by
Bownas and Heckman (1976), Peterson, Houston, Bosshardt, and Dunnette (1977),
Peterson and Houston (1980), and Peterson, Houston, and Rosso (1984) to
identify predictors for the jobs of firefighter, correctional officer, and
entry-level occupations (clerical and technical), respectively. Descriptive
information about a set of predictors and the job performance criterion
variables is given to "experts" in personnel selection and classification,
typically personnel psychologists. These experts estimate the relationships
between predictor and criterion variables by raking or directly estimating
the value of the correlation coefficients.

The result is a matrix with predictor and criterion variables as the
columns and 'ows, respectively. Cell entries are experts' estimates of the
degree of relationship between the particular predictors and various
criteria. The interrater reliability of the experts' estimates is checked
first. If the estimate is sufficiently reliable (previous research shows
values in the .80 to .90 range for about 10 to 12 experts), the matrix of
predictor-criterion relationships can be analyzed and used in a variety of
ways. By correlating the columns of the matrix, the covariances of the
predictors can be estimaLAd on the basis of the profiles of their estimated
relationships with the criteria. Those variances can then be factor analyzed
to identify clusters of predictors within which the measures are expected to
exhibit similar patterns of correlations with different performance compo-
nents. Similarly, the criterion covariances can be examined to identify
clusters of criteria predicted by a common set of predictors.

Such procedures helped in identifying redundancies and overlap in the ¼

predictor set. The clusters of predictors and of criteria are an important
product for a number of reasons. First, they provide An efficient and
organized means of summarizing the data generated by the experts. Second,
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the summary form permits easier comparison with the results of rieta-atnalyses
of empirical estimates of criterion-related validity coefficients. Third,
these clusters provide a model or theory of the predictor-criterion
performance space.

Method

To carry out the expert Judgments, a sample of subject matter experts
(SMEs) was selected, a universe of predictor variables and a universe of
criterion variables were identified, and materials that would allow the
experts to provide reliable estimates of criterion-related validity were
prepared.

Subjects. The experts were 35 industrial, measurement, or differential
psychologists with experience and knowledge in personnel selection research
and/or applications. Each expert was an employee of or consultant to one of
the four organizations involved in Project A: U.S. Army Research Institute,
Human Resources Research Organization, Personnel Dncisions Research Insti-
tute, and American Institutes for Research. Mot all of the employees were
directly involved with Project A although all of the consultants were.

Identification of Predictor Variables. The predictor varlablos eval-
uated-with regard to the 12 relevant factors (see !creeIng of Predictors,
above) were used in the expert judgment process. Variables were included if
they received generally high evaluations and If they added to the compre-
hensiveness of coverage for a particular domain of predictor variables. The
names and definitions of these variables are shown in Appendix C of ARI
Technical Report 739 noted previously.

Materials describing each of the 53 variables were prepared. Each
packet contained a sheet that named and defined the variable, described how
it was typically measured$ and provided a summary of the reliability and
validity of measures of the variable. Following this sheet were descriptions
which included the name of the test, its publisher, the variable it was
designed to measure, a description of the Items and the number of items on
the test (in most cases, sample items were included), a brief description of
the administration and scoring of the test, and brief summaries of studies of
the reliability and validity of the measure.

Identification of Criterion Variables. Several types of criterion
, variables were identified. The first type was a set of specific job task

categories. Short of enumerating all job tasks i% the nearly 240 entry-level
5ff -s•-e-Eilties, the nature of the performance domain had to be characterized

in a way that was at once comprehensive, understandable, and usable by judges.

The procedure used was based on more general Job descriptions of a
representative sample of III Jobs that had been previously clustered by job
experts as part of the tIOS sample selection described in the introduction to
this volume. Criterion categories were developed by reviewing the descrip-
tions of the Jobs In these clusters to determine common job activities.
Emphasis was placed on determining what a soldier in each job might be
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% observed doing Pnd what he or she might be trying to accomplish; the activi-
ties (e.g., tran3cribe, annotate, sort, index, file, retrieve) lead to some
common objective (e.g., recnrd and file information). Criterion categories
often included reference to the. use of equipment or other objects.

Once criterion categories were identified for the common actions In the
23 clusters, additional categories were identified to cover unique aspects of
jobs in the sample of 111. In all, 53 categories were generated. Most of
these categories applied to several Jobs, and most of the jobs were charac-
terized by activities from several categories.

The second type of criterion variable was a set that described perfor-
mance in initial Army training. Two sources of information were used to
identify appropriate training performance variables: archival records of
scIdiers' performance in training, and interviews with trainers. This infor-
mation was obtained for eight MOS: Radio/Teletype Operator, MAMPADS Crewman,
Light Vehicle/Power Generator Mechanic, Motor Transport Operator, Food
Service Specialist, M60 and M1 Armor Crewman, Administrative Specialist, and
Urit Supply Specialist. These specialties represented a heterogeneous group
with respect to type of work and were, for the most part, high-density MOS.

The review of archival records was intended to identify the type of
measures used to evaluate training performance, since the content was,
obviously, specific and unique to each MOS.

Five or six trainers were interviewed for each MOS. The format of the
interview was a nmodified "critical incidents" approach. Trainers were asked
"What things do trainees do that tell you they are good (or bad) trainees?"
Generally, trainers responded with fairly broad, trait-like answers and
appropriate follow-up questions were used to obtain more specific informa-
tion oriented to behavior.

After the Interviews were conducted and the archives examined, informa-
tion from both sources was pooled and categorized. Since the task or PIOS-
specific performance variance was already covered elsewhere, four variables
were used to represent training performance. Their names and definitions are
shown In Appendix C in ARI Technical Report 739.

The final type of criterion variable was a set of general performance
cateoories developed as part of Task 4 work. Nine behavioral dimensions were
named an defined. In the final step, six more criterion variables were
added. The first two, "Survive in the field" and "Maintain physical
fitness," were added because they represent tasks that all soldiers are
expected to be able to perform but that did not emerge elsewhere. The last
four are all important "outcome" criterion variables; that is, they represent
outcomes of individual behavior that have negative or positive value to the
Army (e.g., disciplinary actions), but the outcomes could occur because of a
variety of individual behaviors.

In all, then, 72 possible criterion constructs were identified and
defined for use in the expert judgment task.

Instructions and Procedures. Detailed instructions were provided for

each Judge along with the materirals describing the predictor and criterion

!I.
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var ables. First, each judge was provided with infurmaticn about the con-
cepts of "true validity," criterion-related validity corrected for such
artifacts as range restriction and reliability, and unaffected by variation
in sample sizes. Judges wore asked to make estimates of the level of true
validity on a 9-point scale. A rating of "I" meant a true validity in the
range of .00 to .10; "2," .11 to .20; and so forth, to "9," .81 to .50.

Second, descriptions of the 53 predictor variables were placed into
three groups, A, B, and C--two groups of 1e and one of 17. The 12 criterion
descriptions were in one group. Each rater was encouraged to skim the mate-
rials for a few predictors and for all the criteria before beginning the
rating task.

Third, each judge estimated the validity of each predictor for each
criterion. The order of the predictor groups (A, B, C) was counterbalanced
across Judges, so that about one-third of the 35 judges began with group A
(Predictors 1-18), another one-third with Group B (Predictnrs 19-36, arid the
rest with Group C (Predictors 37-53).

Ratings were made on separate Judgment Record Sheuts. lefore making any
judgments about a predictor, the expert was to read the descriptive infor-
nation and review the examples of items measuring it. Judgments were to be
made about the predictor as a construct, not about the variable as measured
by any specific measurement instrument. Judges were then to read ths de-
scription of the first criterion. The validities of the first predictor
variable were to be estimated for all 72 criteria before the judge moved on
to the next predictor.

All judges completed the task during the first week of October 1983.

Results

A number of analyses were carried out: reliability of the JiJdgments,
means and standard deviations of the estimated validities within each pre-
dictor/criterion cell and for various marginal values, and factor anulyses of
the predictors (based on their validity prnfiles across the criteria) and the
criteria (based on their validity profiles across the predictors).

The estimated validlties were highly reliable when averaged across
raters. The reliability of the mean estimated cell validities was .96. The
factor analyses were based on these cell means. The most pertinent analysis
for purposes of this report concerns the factor aialysts of the predictors.

Factor sulutions with 2 throurh 24 factors were calculated, eigen values
diminished below 1.0 after , or 10 factors. No more than eight factors were
interpretable, so the eight-factor solution was selected as most reasonable.
The eight interpr'etable factors were named: I, Cognitive Abilities; II,
Visualization/Spatial; III, Information Processing; IV, M~echanical; V,
Psychomotor; VI, Social Skills; VII, Vigor; VIII, Motivation/Stability.

These eight factors appeared to be composed of 21 clusters, based on the
profile of loadings of each predictor variable across factors. This
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hierarchical structure of the predictor variables is shown in Figure I1.3,
Inspection of the profile clarifies the meanings of both the factors and the
clusters, as follows.

The eight predictor factors divide the predictor domain Into reasonable-
appearing parts. The first five refer to abilities and skills in the cogni-
tive, perceptual, and psychomotor areas while the last three refer to traits
or predispositions in the non-cognitive area' Most of the representative
measures of the constructs defining the first five factors are of maximal
performance while most of the representative measures of the; last three
factors are of typical performance, with the exception of the interest
variables.

The first four factors, which Include 11 clusters of 29 predictor con-
structs or variables, are cognitive-perceptual in nature. The first factor,
labeled Cognitive Abilities, includes seven clusters, five of.which'appear to
consist of more traditional mental test variables: Verbal Ability/General
Intelligence, ReasonlnU, Number Ability, Memory, Closure. The Perceptual
Speed and Accuracy cluster is linked to measures having a long history of
inclusion in traditional mental tests. The seventh cluster, Investigative
Interests, refers to no cognitive test, at all but does tap interest in things
Intellectual, the abilitles for which are evaluated in this factor.

"The second factor, Visualization/Spatial, consists of only one cluster
but includes six constructs whith have some history of measuring spatial
ability. Two of the clusters from the Cognitive Abilities factor, Reasoning
and.Closure, have some affinity to this second factor, as may be seen In 'the
factor analysis data. This may be due to the tasks used to illustrate the
assessment of the constructs, which are to solve problems of a visual and
nonverbal nature.

The third factor, Information Processing, also consists of only one
cluster, with the three construct3 referring more directly to cognitive-per-
ceptual functioning rather than accumulated knowledge and/or structure.

The fourth factor, Mechanical, includes two clusters, one of which con-
sists only of the construct of Mechanical Comprehension while the other is,
again, an interest cluster consisting of a positive loading for Realistic
Interests and negative loading for Artistic Interests.

The fifth factor, Psychomotor, consists of three clusters which include
"the nine psychomotor constructs. The first cluster, Steadiness/Precision,
rqfers to aiming and tracking tasks, where the target may move steadily or
erratically. The seconl cluster, Coordination, indexes the large-scale
complexity of the response required in a psychomotor task while the third
factor, Dexterity, appears to index the small-scale complexity of responses.

The remaining three factors, non-cognitive in character, refer more to
interpersonal activities. The Social Skills factor consists of two clusters.
The first, Sociability, refers to a general interest in people while the
second, Enterprising Interests, refers to a more specific interest in working
successfully with people. The seventh factor is called Vigor, as it
includes two clusters that refer to general activity level. The first,
Athletic Abilities/Energy, includes two constructs which point toward a
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CONSTRUCTS CLUSTERS fACTORS

1. Verbal Cownprehansion
3. Reading Comprehension

16. IdeationaL Fluency A. Verbal Ability/
18. Analogical Reasoning General intelligence
21. Omibus intelligence/Aptirude
22. Word Fluency

4. Word Problems
8. Inductive Reasoning2 Concept Formstion ..,Reasoning

10. Deductive Logic

2. Numerical Computation C. Numer Ability COGNITIVE
3. Use of Formuts/aNurier Problems ANILITIES

12. Perceptual Speed and Accuracy N. Perceptual Speed and Accuracy

49. Investigative Interests U. Investigative Interests

14. Rote Memory J. Memory
17. Follow Directions

19. Figural Reasoning 1. Ctosure
21. Verbal and FIgural Closure

6. Two-dimensional Mental Rotation
T. three-dimensional Mental Rotation
9. Spatia. Visualization 1. VisualIzation/SpIatil VISUALIZATION(

11. Field Dependence (Negative) SPATIAL
15. Place Memory (Visual Memory)
20. Spatial Seaming
................................ ...................... ..............................
24. Processing Efficiency
25. Selective Attention 0. Mental Information Processing IXFOAMATIO1N
26. Time Sharing PROCESSING
....................................................... ..............................
13. Mechanical Cowprehension L. Mechanical Cooprehension

MECflA i CAL
48. Realistic Interests M. Realistic vs. Artistic

51. Artistic Interests (legative) Interests
........... 4..........................................................................

28. Control Precision
29. Rate Control I. Stezdiness/Precision
32. Arm-hand Steadiness
34. Aiming

27. •ultiltimb Coordination 0. Coordination PSYCHCMOTOR
35. Speed of Arm Movement

30. Manual Dexterity
31. Finger Dexterity K. Dexterity
33. Wrist-Finger Speed
...... ......................................... ...................................................
39. Sociability 0. Sociability
52. Social Interests SOCIAL SXILLS

50. Enterprising Interests R. Enterprising Interests
....................... el .........................................................................
36. Involvement In Athletics and Physical T. Athletic Abilities/Energy

Conditioning
37. Energy Level VIGOR

41. Dominance S. Dominance/Self-esteem
42. Self-esteem
................................................................ I...................
40. Traditional Values
43. Conscientiousness N. Traditional Vatues/Convention.
46. Non-detinquency a Ilty/Non-del inquency
53. Conventional Interests

44. Locus of Control 0. Work Orientation/Locus MOTIVATION/
47. Work Orientation of Control STABILITY

38. Cooperativeness P. CooperaticitEmntionalt Stability
45. [motional Stability
.....................................................................................

Figure 11.3. Hierarchical map of predictor space.
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physical perspective while the second, Dominance/Self-Esteem, points toward a
psychological perspective. The eighth and last factor, Motivation/Stabil-
ity, includes three clusters or facets. The first, Traditional Velues, In-
cludes both temperament measures and interest scales, and refers to being
rule-abiding and a good citizen. The second cluster, Work Orientation,
refers to temperament measures which index attitudes toward the individual
vis-a-vis his or her efforts in the world. The third cluster, Cooperation/
Stabillty, appears to refer to skill in getting along with people, Including
getting along with oneself In a healthy manner.

The expert judgment task thus resulted In a hierarchical model of pre-
dictor space that served as a guide for the development of new, pre-enlist-
ment measures (the Pilot Trial Battery) for Army enlisted ranks. (Wing,
Peterson, & Hoffman, 1984, provide a detailed presentation of the expert
judgment process and results.) However, this model was not the only
Information that guided the development of the Pilot Trial Battery, and we
turn now to the other major source of guidance, our experience In the
development of the Preliminary Battery.

Development andAdmIn~stration of the Preliminary Battery

The Preliminary Battery (PB) was a set of proven "off-the-shelf"
measures intended to overlap very little with the Army's current pre-
enlistment predictors. The collection of data on a number of predictors that
represent types of predictors not curirently in use by the Army would allow an
early determination of the extent to which such predictors contributed unique
variance. Also, the collection of predictor data (from soldiers in training)
early in the project allowed an assessment of predictive validity much
earlier than if we waited until the trial Battery was developed (see Figure
II.1). Some of the Preliminary Battery measures were vlso included in the
pilot tests of the Tria? Battery as marker variables.

Selection of Preliminary Battery Measures

As described earlier, the literature review identified a large set of

predictor measures, each with ratings by the researchers on 12 psychometric
and substantive evaluation factors (see Figure II.2). These ratings were
used to select a smaller set of measures as serious candidates for inclusion
in the Preliminary Battery. Two major practical constraints came into play:
(a) No apparatus or individualized testing methods could be used because the
time available to prepare for battery administration was relatively short,
and because the battery would be administered to a large number of soldiers
(several thousand) over a 9-month period by relatively unsophisticated test
administrators; and (b) only 4 hours were available for testing.

The research staff made an initial selection of "off-the-shelf" mea-
sures, but there were still too many measures for the time available. The
preliminary list was presented to a joint meeting of the ARI and consortium
research staffs, and the available information about each measure was pre-
sented and discussed. A final set of measures was selected at this meeting,
subject to -evlew by several external (to Project A) consultants who had been
retained for their expertise in various predictor domains. Subsequently,
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thcse experts reviewed the selected measures and made several "fine-tuning"
suýsest ions.

The Preliminary Battery included the following:

* Eight perceptual-cognitive measures

- Five from the Educational Testing Service (ETS) French Kit
(Ekstrom, French, & Harman, 1976)

- Two fror, the Employee Aptitude Survey (EAS) (Ruch I Ruch, 1980)

- One from the Flanagan Industrial Tests (FIT) (Flanagan, 1965)

* Eighteen scales from the Air Force Vocational Interest Career
Examination (VOICE) (Alley & Matthews, 1982)

* Five temperament scales adapted from published scales

- Two from the Differential Personality Questionnaire (DPQ)
(Tellegen, 1982)

- One from the California Psychological Inventory (CPI) (Gough,
1975)

- The Rotter I/E scale (Rotter, 1966)

- Validity scales from both the DPQ and the Personality Research
Form (PRF) (Jackson, 1967)

"" Owens' Bicgraphical Questionnaire (0Q) (Owens and Schoenfeldt, 1.o79)

The CQ could be scored for either 11 scales for males or 14 for
females based on Owens' research, or for IF predesignated,
combined-sex scales dcveloped for this research and called
Rational Scales. The rational scales had no item on more than
one scale, unlike some of Owens' sLales. Items tapping relig-
Sious r soclo-econonic status were deleted from Owens' instru-
ment for this use, and items tapping physical fitness and
vocational-technical cou''se work were added.

Appendix D in ARI Technical Report 7^9 shows all the scale names and number
of items for the Preliminary Cattery.

In idditio• to the Prelirinary Battery, scores were available for the
Arred Services Vocatir~al Aptitude Cattery, which all soldiers take prior to
enLry into service. ASVAC's 10 subtests are named belo-, with the test
.cronym and nuftei of iters in parentheses:

Word knowledre (,'K:35), Paragraph Comprehension (FC:lE),

Prithretic Peasonir, ID1 :20), !urierical Cperations .:. ),
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General Science (GS:25), Mechanical Comprebeosion (MC:25),

Math Knowledge (MK:25), Electronics Information (FI:20),

Coding Speed (CS:84), Auto-Shop Information (AS:25).

All are considered to be power tests except for NO and CS, which are
speeded. Prior research (in Kass, Mitchell, Grafton, 8 Wing, 1983) has shown
the reliability of the subtests to be within expectable limits for cognitive
tests of this length (i.e., .78 - .92).

Sample and Procedure

The Preliminary Battery was administered to soldiers entering Advanced
Individual Training (AIT) for four MOS: 05C, Radio Teletype Operator (MOS
code was later changed to 31C); 19 E/K, Tank Crewman; 63B, Vehicle and
Generator Mechanic; and 71L, Administrative Specialist. Almost all soldiers
entering AIT for these MOS during the period 1 October 1983 to 30 June 1984
completed the Preliminary Battery. We are here concerned only with the
sample of soldiers who completed the battery between 1 October 1983 and
1 December 1983, approximately 2,200 soldiers.

The battery was administered at five training posts by civilian or mili-
tary staff already employed on site. Task 2 staff-traveled to these sites to
deliver battery administration manuals and to train the persons who would
administer the battery. Before its implementation, the Preliminary Battery
was administered to a sample of 40 soldiers at Fort Leonard Wood to test the
instructions, timing, and other administration procedures. The results of
this tryout were used to adjust the procedures, prepare the manual, and
identify topics to be emphasized during administrator training.

Analyses

An initial set of analyses was performed to inforn the development of
the Pilot Trial Battery and we summarize those findings here. They are more 4

completely reported in Hough, Dunnette, Wing, Houston, and Peterson (1984).

Three types of analyses were done. First, the psychometric character-
istics of each scale were explored. These analyses included descriptive
statistics, item analyses (including rnumber! of items attempted in the time
allowed), internal consistency reliability estimates, and, for the tempera-
ment inventory, percentage of subjects failing the scales intended to detect
random or improbable response patterns. Second, the covariances of the
scales within the various conceptual domains (i.e., cognitive, temperament,
biographical data, and vocational interest) and across these domains were
investigated. Third, the covariances of the Preliminary Battery scales with
ASVAB measures were Investigated to identify any PR constructs that showed
excessive redundancy with ASVAR constructs.

The psychometric analyses showed some problems with the cognitive
tests. The time limits appearea too stringent for some te- s, and one test,
Hidden Figures, appeared t~o be much too difficult for the population being
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tested. The lesson learned was that the Pilot Trial Battery measures should
be more accurately targeted (in terms of difficulty of items and time limits)
toward the population of persons seeking entry into the U.S. Army.

No serious problems were unearthed with regard to the temperament, bio-
data, and interest scales. Item-total correlations were acceptably high and
in accordance with prior findings and score distributions were not exces-
sively skewed or different from expectation. About 8% of the respondents
failed the scale that screened for inattentive or random responding on the
temperament inventory, a figure that is in accord with findings on other
selection research.

Covariance analyses showed that vocational interest scales were rela-
tively distinct from the biographical and temperament scales, but the latter
two types of scales showed considerable covariance. Five factors were
identified from the 40 non-cognitive scales, two that were primarily voca-
tional interests and three that were combinations of biographical data and
temperament scales. These findings led us to consider, for the Pilot Trial
Battery, combining biographical and temperament item types to measure the
constructs in these two areas. The five non-cognitive factors showed rel-
ative independence from the cognitive PB tests, with the median absolute
correlations of the scales within each of the five factors with each of the
eight PB cognitive tests ranging from .01 to .21. This confirmed our expec-
tations of little or no overlap between the cognitive and non-cognitive
constructs.

Correlations and factor analysis of the 10 ASVAB subtests and the eight
PB cognitive tests confirmed prior analyses of the ASVAB (Kass et al., 1983)
and the relative independence of the PB tests. Although some of the ASVAE-PB
test correlations were fairly high (the highest was .57), most were less than
.30 (49 of the 80 correlations were .30 or less, 65 were .40 or less). The
factor analysis (principal factors extraction, varimax rotation) of the 18f
tests showed all eight PB cognitive tests loading highest on that factor.
The non-connitive scales overlapped very little with the four ASVAP factors
identified in the factor analysis of the ASVAB subtests and PB cognitive
tests. Median correlations of non-cognitive scales with the ASVAB factors,
computed within the five non-cognitive factors, ranged from .03 to .32, but
14 of the 20 median correlations were .10 or iess.

The experience in training battery administrators and monitoring the
administration over the 9-month period provided useful information for
collecting data later with the Pilot Trial Pattery and Trial Battery.

Initial Computer-Adminiscered Battery Developmient

Because computerized testing was a new area of test development, the
initial phase i! given special attention here. The neasures are described in
nrore detail in a later subsection. There were four phases of activities:
(a) information gathering about past and current research in the area of per-
ceptual/psychomotor measurement and computerized methods of testing such
abilities; (b) construction of a dermonstration computer battery; (c) selec-
tion of commercially available microprocessors anc. peripheral devices, writ-
ing of software for testing several abilities using this hardware, arid tryout
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of this hardware and software; (d) continued development of software, and the
design and construction of a custom-made peripheral device, which is now
called a response pedestal.

Compared to the paper-and-pencil measurement of cognitive abilities and
the major non-cognitive variables, computerized measurement of psychomotor
and perceptual abilities was in a relatively primitive state. Much work had
been done In World War II using electro-mechanical apparatus, but relatively
little work had occurred since then, Microprocessor technology held out the
promise of improving measurement in this area, but the work was (and still
is) In its early stages.

Phase 1: Information Gathering

While almost no literature was available on computer-administered (espe-
cially microprocessor-driven) testing of psychomotor/perceptual abilities for
selection/classlfication purposes, there was considerable literature avail-
able on the taxonomy or structure of such abilities, based primarily on work
done in World War II or shortly thereafter. Also, work from this era showed
that testing such abilities with electro-mechanical apparatus did produce
useful levels of validity for such Jobs as aircraft pilot, but that such
apparatus experienced reliability problems.

To obtain the most current information, in the spring of 1983 we visited
four military laboratories engaged in relevant research. The four sites
visited were the Air Force Human Resources Laboratory, Brooks Air Force Base;
the Naval Aerospace Medical Research Laboratory, Pensacola Naval Station; and
the Army Research Institute Field Units at Fort Knox, Kentucky, and Fort
Rucker, Alabama. During these site visits we gathered much information, but
focused primarily on the answers to five questions:

1. What computerized measures are actually in use?

Over 60 different measures were found across the four sites. A
sizable number of these were specialized simulators that were not
relevant for Project A (e.g., a helicopter simulator weighing
several tons that is permanently mounted in an air-conditioned
building). However, there were many measures in the perceptual,
cognitive, and psychomotor areas that were relevant.

2. What computers were selected for use?
3. What computer languages are being used?

Three different microprocessors (Apple, Terak, and POP 11) and
three different computer languages (PASCAL, RASIC, and FORTRAN)
appeared to account for most of the activity. However, there
appeared to be relatively little in common among the four sites.
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4. How reliable are these computerized measures?
5. What criterion-related validity evidence exists for these measures

so far?

Data were being collected at all four sites to address the
reliability and criterion-related validity questions, but very
little documented information was available. ThIs was not
surprising in light of the fact that most of the measures had been
developed only very recently.

Despite the lack of evidence on reliability and validity, we did learn
some valuable lessons. First, large-scale testing could be carried out on
microprocessor equipment (AFHRL was doing so). Second, a variety of software
and hardware could produce satisfactory results. Third, it would be highly
desirable to have the testing devices or apparatus be as compact and simple
in design as possible to minimize "down time" and make transportation fea-
sible. Fourth, it would be highly desirable to develop our software and
hardware devices to be as completely self-administering (i.e., little or no
input required from test monitors) as possible and as impervious as possible
to prior experience with typewriting and playing video games.

Phase 2: Demonstration Battery

After these site visits, a short demonstration battery was programmed on
the Osborne 1, a portable microprocessor. This short battery was self-
administering, recorded time-to-answer and the answer made, rnd contained
five tests: simple reaction time, choice reaction time, perceptual speed and
accuracy (comparing two alphanumeric phrases for similarity), verbal compre-
hension, and a self-rating form (indicating which of two adjectives "best"
describes the examinee, on a relative 7-point scale). We also experimented
with the programming of several types of visual tracking tests, but did not
include these in the self-administered demonstration battery.

, No data were collected, but experience in developing and using the
battery convinced us that BASIC did not allow enough power and control of
tinting to be useful for our purposes. The basic methods for controlling
stimulus presentation and response acquisition through a keyboard were
thoroughly explored. Techniques for developing a self-administering battery
of tests were tried out.

The second activity during this phase was consultation with three ex-
perts at the University of Illinois about perceptual/psychomotor abilities
and their measurement. 2  The major points were:

* The results obtained in World War II using electro-meshanical,
psychomotor testing apparatus probably do generalize to the present
era in terms of the structure of abilities and the usefulness of
such abilities for predicting Job performance in jobs like aircraft
pilot.

2Charles Hulin, John Adams, and Phillip 1ckerman.
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0 The taxonomy of psychomotor skills and abilities probably should be
viewed in a hierarchical fashion, and perhaps Project A's develop-
ment efforts would be best focused on two or three relatively high-
level abilities such as gross motor coordination, multillmb
constant processing tasks, and fine manipulative dexterity.

0 Rate of learning or practice effects are viewed as a major con-
cern. If later test performance was more valid than early test
performance, or if early test performance was not valid at all and
later test performance was, then it was unlikely that psychomotor
testing would be practically feasible in the operational military
selection environment. There were, however, no empirically based
answers to these questions, and it was acknowledged that research
Is necessary to answer them.

Phase 3: Selection and Purchase of Microprocessors and Development and Try-
out of Software

On the basis of information from the first two phases, we defined the
desirable characteristics of a microprocessor useful for Project A. Desired
characteristics, as outlined 'in the fall of 1983 were:

1. Reliability--The machine should be manufactured and maintained by a
company that has a proven record and the machine itself should be
capable of being moved from place to place without breaking down.

2. Portability--The computer must be easily moved between posts during
development efforts.

3. Most Recent Generation of Machine--Progress is very rapid in this
area; therefore, we should get the latest "proven" type of machine.

4. Compatibility--Although extremely difficult to achieve, a desirable
goal is to use a machine that is maximally compatible with other
machines.

5. Appropriate Display Size, Memory Size, Disk Drives, Graphics, and
Peripheral Capabilities--We need a video display that is at least 9
Inches (diagonally), but it need not be color. Since we will be
developing experimental software, we need a relatively large amount
of random access memory. Also we require two floppy disk drives to
store needed software and to record subjects' responses. High-
resolution graphics capability is desirable for some of the kinds
of tests. Finally, since several of the ability measurement
processes will require the use of padoles, joysticks, or other
similar devices, the machine must have appropriate hardware and
software to allow such peripherals.

In the end we selected the Compaq portable microprocessor with 256K RAM,
two 320K eisk drives, a "game board" for accepting input from peripheral
devices such as Joysticks, and software for FORTRAN, PASCAL, BASIC, and
assembly language programming. Six of these machines were purchased in
December 1983. We also purchased six commercially available, dual-axis joy-
sticks.

11-20

4 lre,1N %



We chose to prepare the bulk of the software using PASCAL as implemented
by Microsoft, Inc. PASCAL software is implemented using a compiler that
permits modularized software development, it is relatively easy for others to
read, and it can be implemented on a variety of computers.

Some processes, mostly those that are specific to the hardware config-
uration, had to be written in IBM-PC assembly language. Exaiples include
interpretation of the peripheral device inputs, reading of the real-time-
clock registers, calibrated timing loops, and specialized graphics and screen
manipulation routines. For each of these identified functions, a PASCAL-
callable "primitive" routine with a unitary purpose was written in assembly
language. Although the machine-specific code would be useless on a different
type of machine, the functions were sufficiently simple and unitary in pur-
pose so that they could be reproduced with relative ease.

The overall strategy of the scftware development was to take advantage
of each researcher's input as directly as possible. It quickly became clear
that the direct programming of every item in every test by one person (a
programmer) was not going to be successful in terms of either time con-
straints or quality of product. To make it possible for each researcher to
contribute her or his judgment and effort to the project, it was necessary to
plan to, as much as possible, tAke the "programmer" out of the step between
conception and product.

The testing software modules were designed as "command processors" which
interpreted relatively simple and problem-oriented commands. These were
organized in ordinary text written by the various researchers using word
processors. Many of the commands were common across all tests. For
instance, there were commands that permitted writing specified text to
"windows" on the screen and controlling the screen attributes (brightness,
background shade, etc.). A command could hold a display on the screen for a
period of time measue'ed to 1/100th-second accuracy. There were commands that
caused the programs to wait for the respondent to push a particular button.
Other commands caused the cursor to disappear or the screen to go blank dur-
ing the construction of a complex display.

Some of the commands were specific to particular item types. These com-
mands were selected and programmed according to the needs of a particular
test type, For each item type, we decided upon the relevant stimulus proper-
ties to vary and built a command that would allow the item writer to quickly
construct a set of commands for items which he or she could then inspect on
the screen.

These techniques made it possible for entire tests to be constructed and
experimentally manipulated by psychologists who could not program a computer.

As this software was written, we used it to administer the computerized
tests to small groups of soldiers (N - 5 or fewer) at the Minneapolis Mili-
tary Entrance Processing Station (MEPS). The soldiers completed the battery
without assistance from the researchers, unless help was absolutely neces-
sary, and were then questioned. The nature of the questions varied over the
progress of these developmental tryouts, but mainly dealt with clarity of
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instructions, difficulty of tests or test items, screen brightness problems,
difficulties in using keyboard or joysticks, clarity of visual displays, and
their general (favorable/unfavorable) reaction to this type of testing.

These tryouts were held from 20 January 1984 through 1 March 1984, and a
total of 42 persons participated in nine separate sessions. The feedback re-
ceived from the participants was extremely useful in determining the shape of
the test, prior to the first pilot test of the Pilot Trial Battery.

Phase 4: Continued Software Development and Design/Construction of a
Response P•destal

By the end of Phase 3, we had developed a self-administering, computer-
ized test battery that was implemsnted on a Compaq portable computer. The
subjects responded on the normal keyboard for all tests except for a tracking
test which required them to u~e a joystick, a commercially available device
normally used for video games. Seven different tests had been programmed for
the battery.

During the fourth phase of development, several significant events oc-
curred. We made field observations of some combat MOS to obtain information
for further development of computerized tests; the first pilot test of the
computerized battery was completed; we designed and constructed a custom-
made response pedestal for the computerized battery; and a formal review of
progress was conducted.

The primary result of the review was the identification and priority-
setting of the ability constructs for which computerized tests should be
developed. A second result was a decision to go to the field to observe
several combat arms MOS to target the tests more closely to those skills.

These field observations subsequently took place at several posts. In
addition to observing soldiers in the field, we operated various training
aids and simulators that were available during our visits. The MIOS for which
we were able to complete these observations were l1B (Infantryman), 13R
(Cannon Crewman), 191( (Tank Crewman), 16S (N.ANPADS Crewman), and 05C (Ralio/
Teletype Operator).

The first pilot test of the Pilot Trial Battery occurred at Fort Carson
during this phase. (See Section 2 for a description of the sample and pro-
cedures of that pilot test.) With regard to the computerized tests, the same
procedures were used as for the MEPS tryouts in Phase 3.

A total of 20 soldiers completed the computerized battery. The informa-
tion obtained at this pilot test primarily confirmed a major concern that had
surfaced during the MIEPS tryouts--namely, the undesirability of the computer
keyboard and commercially available joysticks for acquiring responses. Feed-
back from subjects (and observation of their test taking) indicated that it
was difficult to pick out one or two keys on the keyboard, and that rather
elaborate, and therefore confusing, instructions were needed to use the key-
board in this manner. Even with such instructions, subjects frequently mis-
sed the appropriate key, or inadvertently pressed keys because they were
leaving their fingers on the keys in order to retain the appropriate pusition
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fcr response. Also, there was variability in the way subjects prepared for
test items, and more or less random positioning of their hands added unwanted
(error) variance to their scores. Similar issues arose with regard to the
Joysticks, but the main problems were their lack of durability and the large
variance in their operating characteristics.

After consultation with ARI and other Project A researchers, Task 2
staff decided to develop a custom-made response pedestal to alleviate these
problems as much as possible, Accordin~qy, we drew up a rough design for
such a pedestal and contracted with an engineering firm to fabricate a proto-
type. We tried out the first prototype, suggested modifications, and had six
copies produced in time for the Fort Lewis pilot test in June 1984.

Finally, we wrote additional software to test the abilities that had
been chosen for inclusion in the Pilot Trial Battery and to accommodate the
new response pedestal.

Identification of Pilot Trial Batter, Measures,

In March 1984, a formal In Progress Review (IPR) meeting was held to
decide on the measures to be developed for the Pilot Trial Battery. Informa-
tion from the literature review, expert Judgments, initial analyses of the
Preliminary Battery, and the first three phases of computer battery develop-
ment was presented and discussed. Task 2 staff made reconilendations for
inclusions of measures and these were evaluated and revised. Figure 11.4
shows the results of that deliberation process.

This set of recommendations constitutes the initial array of predictor
variables for which measures would be constructed and then submitted to a
series of pilot tests and field tests, with revisions being made after ?ach
phase. The specific measures, the steps in their construction, and their
final form after pilot and field testing are described in later sections of
Part II.

Pilot Tests and Field Tests of the Pilot Trial Battery

There were three pilot tests of the measures developed for the Pilot
Trial Battery. These took place in Fort Carson in April 1984, Fort Campbell
in May 1984, and Fort Lewis in June 1984. At the first two sites not all
Pilot Trial Battery measures were administered, but the complete battery was
administered at Fort Lewis. Sections 2, 3, 4, and 5 describe these pilot
tests, resulting analyses, and revisions to measures prior to the field
tests. The reports of data analyses emphasize the Fort Lewis administration
since it was the first time the complete battery was administered and pro-
_vided the largest pilot test sample. (The pilot tests are sometimes referred
to as "tryouts" in the remainder of this report.)

There were three field tests of the Pilot Trial Battery. These occurred
at Fort Knox, Fort Bragg, and the Minneapolis MEPS in Fall, 1984. These
field tests, as well as the resulting revisions of the Pilot Trial Battery,
are described in Section 6.
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Final Predictor

Prloritt* Category- Pilot Trial Battery Test Hamst

Cognitive$

7 Mtemory . . . . . . . . . . . ... . (Short) Memory Teat - Computer
.6 Number .... , . .". N , umber Memory Test - Computer
a Perceptual Speed & Aoeuracy, ' s Perceptual Speed & Accuracy -

Computer
Target Identifieation Teat -

Computer
4 Induction .... ..* o . o . Reasoning Test L

Reasoning Test 2
5 Reaction Time . . . ... ..... Simple ReactLon Time - Computer

Choice Reaction Time - Computer
3 Spatial Orientation ....... Orientation Teot I

Orientation Taot 2
Orientation Teat 3

2 Spatial VLualization/fLeLd
Independence . . . . . . . . * a Shapes Test

I Spatial Visualiation . . . Object Rotations Test
Aasembling Objects Teat
Path Test
Have Test

Non-CoonLtLve, BLodata/Temperaments

I Adjustment
2 Dependability

3 Achievement
4 Physical Condition ABILZ (Amsessment of Background
5 aotency Life Experiences)
6 Locus of Control .
7 Agreeableness/Likeabillty
I Validity Scales

Non-Cognitive, Interestel

I Realistic I
2 Investigative
3 Conventional AVOICE (Army Vocational
4 SociaL Interest Career Examination)5 Artistic

6 EnterpriaLng

Psychomotort

1 Multilimb Combination . . . . .. Target Tracking Test 2 - Computer
Target Shoot - Computer

2 Precision . .............. ret Tracking Test I - Computer3 Hlanual Dextert . .. ..... (None)

SFin&L priority arrived at via consensus o( ,larch L984 .iF attendants.

Figure 11.4. Predictor categories discussed at IN in March 1984,
linked to Pilot Trial Battery test names.
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Section 2

SUMIARY OF PILOT TESTS PROCEDURES

The initial pilot testing of the predictor battery was carried out in
three different samples. Not all tests were administered to each sample and
revisions were made in the instruments after each data collection. The basic
procedures are described below, in summary fashion, to help maintain clarity
for the reader as the results are discussed in later sections. The first
three administrations of the Pilot Trial Battery were at Fort Carson, Fort
Campbell, and Fort Lewis.

The tables in this section list measures that have not yet been dis-
cussed in detail (i.e., the new tests designed to measure the constructs
identified in Section 1). The individual new tests will be fully described
as part of the discussion of the pilot test results in Sections 3-5. ABLE is
the new inventory developed to include temperament and biographical items.
AVOICE is an interest inventory which is a modification of the VOICE (Voca-
tional Interest Career Examination) originally developed by the Air Force.
The marker tests were the off-the..shelf instruments that had also been
included in the Preliminary battery.

Pilot Test 1: Fort Carson

Sample and Procedure

On 17 April 1984, 43 soldiers at Fort Carson, Colorado, participated in
the first pilot testing of the Pilot Trial Battery. The testing session ran
from 0800 hours to 1700 hours, with two l-minute breaks (one mid-morning and
one mid-afternoon), and a 1-hour break for lunch.

Groups of five soldiers at a time were randomly selected to take con-
puterized measures in a separate room while the remaining soldiers took
paper-and-pencil tests (new cognitive tests anid selected marker tests). When
a group of five soldiers completed the computerized measures, they were in-
dividually and cullectively interviewed about their reactions to the com-
puterized tests, especially regarding clarity of instructions, face validity
of tests, sensitivity of items, and general disposition toward such tests.
The soldiers then returned to the paper-and-pencil testing session, and%

another group of five was selected to take the computer measures.

Thus, the maximum Ml for any single paper-and-pencil test was 38 (43
minus 5). Computerized measures were administerr:d to a total of 20
soldiers. The new paper-and-penicil cognitive tests in the Pilot Trial Bat-
tery were each administered in two equally timed halves, to investigate the
Part I/Part 2 correlations as estimates of test reliability.

Actual test administration was completed by approxinately 1545 hours.
Ten soldiers were then selected to give specific, test-by-test feedback about
paper-and-pencil tests in a small group session, while the remaining soldiers
participated In a more general feedback and debriefing session.
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"Tests Administered

Table IIJl contains a list of all the tests administered at Fort Carson,
in. the order in which they were administered, with the time limit and the
number of items for each test.

Ptlot Test 2: Fort Campbell

Sample, and Procedure

Te second pilot testing session was conducted at Fort CAmpbell, Ken-
tucky, on 16 flay 1984. Fifty-seven soldiers attended the 8-hour session, and
all 51 eompleted paper-and-pencil tests, No computerized measures were ad-
ministered at this pilot session. Once again, the 10 new cognitive tests
were administered in two equally timed halves, to investigate Part I/Part 2
correlations. Because we were still experimenting with time limits on the
new cognitive tests, soldiers were asked to mark which Item they were on when
time was called for each of these tests, and then continue to work on that
part of the test until they finished. Finishing times were recorded for all
the tests (Parts I and 2 separately, where appropriate).

Test administration was completed at approximately 1600 hours, and the
group was divided. Ten individuals were selected to provide specific
feedback concerning the new non-cognitive measures, and the remaining
individuals provided feedback on the new cognitive measures.

Tests Administered

Table 11.2 lists all the tests and inventories administered at Pilot
Test 2 along with the time limit and number of items for each. There were 10
new cognitive tests with 5 cognitive marker tests, and 2 new non..cognitive
inventories, with 1 non-cognitive marker inventory. Nio computerized measures
were administered.

"Pilot Test 3: Fort Lewis

For the third pilot testing session, approximately 24 soldiers per day
for 5 days (11-15 June 1984) were available for testing at Fort Lewis,
Washington. A total of 118 soldiers participated. Their mean age 8nd time
in the Army were 22.8 and 2.5 years, respectively. There were 97 men and 2?
women, and 66 whites, 30 blacks, and 14 Hispanics. They were distributed

* over a wide range of M•OS. Test sessions ran from 0800 hours to 1700 hours
with short breaks in the morning and afternoon, and a I-hour lunch break.
The entire Pilot Trial Battery, including new cognitive and non-cognitive
measures, was administered to all soldiers.

Once again, the new paper-and-pencil cognitive tests were administered
in two equally timed halves to investigate Part 1/Part 2 correlations as
estimates of test reliability. Individuals were not allowed any extra time

Sto work on each test beyond the time limits, but finishing times were
recorded fnr individuals completing tests before time was called.
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Table I1.1

Tests of Pilot Trial Battery Administered at Fort Carson (17 April 1984)

Ti me
Limit No. of

Test (Mins.) Items Type of Test

Paper-and-Pencil Tests.

1. Path Test 9 35 New, Cognitive
2. Reasoning Test 1 14 30 New, Cognitive
3. EAS Test 1- Verbal Comprehension 5 30 Marker, Cognitive
4. Orientation Test 1 8 20 New, Cognitive
5. Shapes Test 16 54 New, Cognitive

6. EAS Test 2 - Numerical Ability 10 75 Mar'ker, Cognitive
7. Object Rotation Test 7 60 New, Cognitive
8. ETS Choosing a Path 8 16 Marker, Cognitive
9. Orientatioo Test 2 8 20 New, Cognitive

10. Reasoning Test 2 11 32 New, Cognitive

11. Orientation Test 3 12 20 New, Cognitive
12. Assembling Objects Test 16 30 New, Cognitive
13. Maze Test 9 24 New, Cognitive
14. Mental Rotations Test 10 20 Marker,.Cognitive
15. ETS Hidden Figures 14 16 Marker, Cognitive

16. ETS Map Planning 6 40 Marker, Cognitive
17. ETS Figure Classification 8 14 Marker, Cognitive
18. EAS Test 5 - Space Visualization 5 50 Marker, Cognitive
19. FIT Assembly 10 20 Marker, Cognitive

Computer Measuresa

1. Simple Reaction Time None 15 New, Perceptual'Psychomotor
2. Choice Reaction Time None 15 New, Perceptual/Psychomotor
3. Perceptual Speed & Accuracy None 80 New, Perceptual/

Psychomotor
4. Tracing Test None 26 New, Perceptual/

Psychomotor
5. Short Memory Test None 50 New, Perceptual/

Psychomotor
6. Hidden Figures Test None 32 New, Perceptual/

Psychomotor
7. Target Shoot None 20 New, Perceptual/

Psychomotor

a All computer measures were administered using a Compaq portable micro-
processor with a standard keyboard plus a commercially available dual-axis
Joystick.
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Table 11.2

Pilot Tests Administered at Fort Campbell (16 May 1984)

Ti me
Limit No.' of

Paper-and-Pencil Tests (Mins.) Items Tyke of Test

1. Path Test 9 44 New, Cognitive
2. Reasoning Test 1 14 .30 New, Cognitive
3. EAS Test 1 - Verbal Comprehenslun 5 30 Marker, Cognitive
4. Orientation Test 1 9 30 New, Cognitive
5. Shapes Test 16 54 New, Cognitive

6. Object Rotation Test 2 9 90 New, Cognitive
7. Reasoning Test 2 11 32 New, Cognitive
8. Orientation Test 2 8 20 New, Cognitive
9. ABLE (Assessment of Background and None 291 New, Non-Cognitive

Life Experiences)

10. Orientation Test 3 12 20 New, Cognitive
11. Assembling Objects Test 16 40 New, Cognitive
12. Maze Test 8 24 New, Cognitive
13. AVOICE (Army Vocational Interest None 306 New, Non-Cognitive

Career Examination)

14. ETS Hidden Figures 14 16 Marker, Cognitive
15. ETS Map Planning 6 40 Marker, Cognitive16. ETS Figure Classification 8 14 Marker, Cognitive

17. FIT Assembly 10 20 Marker, Cognitive
18. POI (Personal Opinion Inventory) None 121 Marker, Non-Cognitive

After each soldier completed the computer-administered battery, he or
she was asked about general reactions to the computerized battery, the
clarity and completeness of the instructions, the perceived difficulty of the
tests, and the ease of using the response apparatus.

Tests Administered

The tests administered at Pilot Test 3, In Fort Lewis, are listed in
Table 11.3 with the time limit and number of items in each test.
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Table 11.3

Pilot Tests Administered at Fort Lewis (11-15 June 1984)

Time
Administration Limit No. of

Group Test (Mins.) Items Type of Test

Paper-and-Pencil Tests
Path Test 8 44 New, Cognitive
Reasoning Test 1 12 30 Mew, Cognitive

CI Orientation Test 1 10 30 New, Cognitive
Shapes Test 16 54 New, Cognitive
Object Rotation Test 8 90 New, Cognitive
Reasoning Test 2 10 32 Marker, Cognitive
Maze Test 6 24 New, Cognitive

SRA Word Grouping 5 30 Marker, Cognitive
Orientation Test 2 10 24 New, Cognitive

C2 Orientation Test 3 12 20 New, Cognitive
Assembling Objects Test 16 40 New, Cognitive
ETS Map Planning 16 40 Marker, Cognitive
Mental Rotations Test 10 20 Marker, Cognitive
DAT Abstract Reasoning 13 25 Marker, Cognitive

NC ABLE None 268 New, Non-Cognitive

AVOICE None 306 New, Non-Cognitive

Computerized Measuresa

Simple Reaction Time None 15 New, Perceptual/
Psychomotor

Choice Reaction Time None 15 New, Perceptual/
Psychomotor

Perceptual Speed & Accuracy None 80 New, Perceptual/
Psychomotor

Target Tracking Test I None 18 New, Perceptual/
PsyLhomotor

Target Tracking Test 2 None 18 New, Perceptual/
Psychomotor

Target Identification Test None 44 New, Perceptual/
Psychomotor

Memory Test None 50 New, Perceptual/
Psychomotor

Target (Shoot) Test None 40 New, Perceptual/
Psychomotor

a All computer measures were administered via a custom-made response pedestal
designed specifically for this purpose. No responses were made on the com-
puter keyboard. A Compaq microprocessor was used.
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Sumiary of Pilot Tests

The Pilot Test Battery, Initially developed in March 1984, went through

three pilot testing iterations by August 1984. After each iteration, obser-
vations noted during administration were scrutinized, data analyses were con-
ducted, and the results were carefully examined. Revisions were made in
specific item content, test length, and time limits, where appropriate.
Table 11.4 summarizes the three Pilot Test sessions conducted during this
period, with the total sample size for each, and the number and types of
tests administered at each.

Table 11.4

Suimary of Pilot Testing Sessions for Pilot Trial Battery

Total Number/Type
Pilot Sample of

Test co, Location Date Size Tests Administered

1 Fort Carson 17 April 43 10 New Cognitive
1984 9 Marker Cognitive

0 New Non-Cognitive
0 Marker Non..Cognitive
7 Computerized Measures

2 Fort Campbell 16 May 57 10 New Cognitive
1984 5 Marker Cognitive

2 New Non-Cognitive
1 Marker Non-Cognitive
0 Computerized Measures

3 Fort Lewis 11-15 June 118 10 New Cognitive
1984 4 Marker Cognitive

2 New Nor-Cognitive
0 Marker Non-Cognitive
8 Computerized Measures

The following sections in Part II contain discussions of each test,
inventory, and measure in the Pilot Trial Battery, its evolution through the
pilot testing process, and its status as of the end of August 1984.

m1 3
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Section 3

DEVELOPMENT OF COGNITIVE PAPER-AND-PENCIL MEASURES

This section describes the development of the paper-and-pencil cognitive
predictor measures, up to the point at which +hey were ready for field
testing as part of the Pilot Trial Battery. As described previously,
cognitive ability constructs had been evaluated and prioritized according to
their judged relevance and importance for predicting success in a variety of
the Army MOS. These priority judgments were used to plan the development
activities for cognitive paper-and-pencil tests.

Each cognitive predictor category is discussed in turn. Within each
category are a definition of the target cognitive ability and an outline of
the strategy followed to develop the measure(s) of the target ability. This
includes identifying (a) the target population or target MOS for which the
measure is hypothesized to most effectively predict success; 1b) published
tests that served as markers for each new-measure; (c) intended level of item
difficulty, and (d) type of test (i.e., speed, power, or a combination). The
test itself is then described and example items are provided. Results from
the first two pilot test administrations or tryouts are reported, to explain
and document subsequent test revisions. Finally, psychometric test data
obtained from the third pilot test, conducted at Fort Lewis, are discussed.

The last portion of this section presents a summary of the newly devel-
oped cognitive ability tests. This includes a discussion of test intercor-
relations, results from a factor analysis of the intercorrelations, and
results from subgroup analyses of test scores.

General Issues

Before describing the individual tests, we would like to summarize
certain general issues germane to all the cognitive paper-and-pencil
measures.

Target Population
A.

The population for which these tests have been developed is the same one
to which the Army supplies the ASVAR, that is, persons applying to enlist in
the Army. However, that target population was, practically speaking, in-
accessible during the development process. We were constrained tm thp use of
incumbents. Enlisted soldiers represent a restricted sample of the target
population in that they all have passed enlistment standards and,

-- furthermore, almost all of the soldiers thdt we were able to use in our pilot
tests had also passed Basic and Advanced Individual Training. Thus, they are
presumably more qualified, more able, more persevering, and so forth, on the
average, than are the individuals in the target population. We tried to take
this into account for (a) developing tests that have a broad range of item
difficulties and (b) selecting items of somewhat lower difficulty.

-'w
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Power vs. Speed

Another decision to be made about each test was its placement on the
power vs. speed continuum. Most psychometricians would agree that a "pure"
power test is a test administered in such a way that each person is allowed
enough time to attempt all items, and that a "pure" speeded test is a test
administered in such a way that no one taking the test has enough time to
attempt all of the items. In practice, most tests fall somewhere between the
two extremes. It also is the case that a power test usually contains items
that not all persons could answer correctly, even given unlimited time to
complete the test, while a speeded test usually contains items that all or
almost all persons could answer correctly, given enough time to attempt the
items.

As a matter of practical definition, an "80% completion" rule-of-thumb
was used to define a power test. That is, if a test could be completed by
e0% of all those taking the test, then we considered it a "power" test.

Reliability

Several procedures are available to assess the reliability of a measure
and each provides distinct information about a test. Split-half reliability
estimates were obtained for each paper-and-pencil test administered at the
first three pilot test sites. For each pilot test, each test was adminis-
tered in two separately timed parts. Reliability estimates are obtained by
correlating scores from the two parts. The Spearman-Brown correction pro-
cedure was then used to estimate the reliability for the whole test. This
estimate of reliability is appropriate for either speeded or power tests,

Hoyt internal consistency reliability estimates are also reported for
each test, providing the average reliability across all possible split-test
halves. Ths procedure is less appropriate for speeded tests because it
overestimates the reliability.

Individual Test Descriptions

We turn now to the descriptions of the individual tests, which are dis-
cussed within cognitive ability constructs. This description is given in
some detail because these are new measures that are of fundamental importance
for the basic goals of Project A. As mentioned above, a standard format is
used to describe the development of each instrument. Readers who are not
interested in the specifics of predictor content may wish to turn to the
summary sections.

Construct - Spatial Visualization

SpaLial v 5ualiicLiuII iovkolves the dbility tu mentally manipulaLe cu,.i-
ponents of two- or three-dimensional figures into other arrangements. The
process involves restructuring the corponents of an object anc accurately

1.1
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discerning their appropriate appearance in new configurations. This
construct includes several subcomponents, two of which are:

0 Rotation the ability to identify a two-dimensional figure when
seen at different angular orientations within the picture plane.
It also includes three-dimensional rotation or the ability to
identify a three-dimensional object projected on a two-dimensional
plane, when seen at different angular orientations either within
the picture plane or about the axis in depth.

S Scanning - the ability to visually survey a complex field to find a
partTcular configuration representing a pathway through the field,

Currently, no ASVAB measures are designed specifically to measure
spatial abilities. Because of this, spatial visualization received a devel-
opmental priority rating of one (see Figure 11.4). The visualization con-
struct was divided into two parts: visualization/rotation and visualization/
scanning. We developed two tests within each of these areas; these four
tests are described below.

Spatial Visualization - Rotatilon

The two tests developed for this ability are Assembling Objects and
Object Rotation. The former involves three-dimensional figures, while the
latter involves two-dimensional objects.

Assembling ObJects Test

Development Strategy. Predictive validity estimates provided by expert
raters suggest that measi'res of the visualization/rotation construct would be
effective predictors of success in MOS that involve mechanical operations and
construction and drawing or using maps. The Assembling Objects Test was
designed to yield information about the potential for success in such MOS.

Published tests identified as markers for Assembling Objects include the
Employee Aptitude Survey Space Visualization (EAS-5) and the Flanagan
Industrial Test (FIT) Assembly. EAS-5 requires examinees to count three-
dimensional objects depicted in two-dimensional space, whereas the FIT
Assembly involves mentally piecing together objects that are cut apart or
disassembled. The FIT Assembly was selected as the more appropriate marker
for our purposes because it has both visualization and rotation components
involving mechanical or construction activities. The Assembling Objects Test
was designed to assess the ability to visualize how an object will look when
its parts are put together correctly. It was intended that this measure
would combine power and speed components, with speed receiving greater
emphasis.

Test Drecription. In L%.e nrioinal formn of L1- ,sseniL1ling ObjecLL TesL,

subjects were asked to complete 30 items within a 16-minute time limit. Each
item presents subjects with components or parts of an object. The task is to
select, from among four alternatives, the one object that depicts the com-
ponents or parts put together correctly. The two Item types are included in
the test; examples of each are shown in Figure [1.5.
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Figure 11.5 Sample items from Assembling Objects Test.

Results from the first tryout, conducted at Fort Carson, indicated that
the test may have suffered from ceiling effects. That is, nearly all
recruits in this sample (N - 36) completed the test and their mean score was

24.2 (SD - 5.05). Further, item difficulty levels were somewhat higher thanI
intended (mean - .80, SD * .12, median - .83).

Therefore 10 new, mare difficult items, five for each item type, were
constructed and added to the test to reduce the likelihood of ceiling
effects. The 16-minute time limit was retained for the second tryout, at
Fort Campbell. Nearly all subjects completed the test (mean * 37.3, SD =
4.75) and the mean score was 26.3 (SD u 8.34, N - 56). Item difficulty
levels were lower for the revised test (mean = .68, SD = .15, median = .72),
Inspection of these results Indicated that the test possessed acceptable
psychometric qualities, so no changes were made in preparation for the Fort
Lewis pilot test.

Test Characteristics. At Fort Lewis the Assembling Objects Test con-
tained 40 "items with a 16-minute time limit. The mean number of items
completed, standard deviation, and range were 37.6, 3.83, and .18 to 40,
respectively. Correspon~ding values for number correct (or test score) were
28.1, 7.51, and 7 to 40. Item difficulties range from .31 to .92 with a mean
of .70 (SrI * 14.7). Item-total correlations range from .18 to .60 with a
mean of .44 (SD - 9.99). Parts 1 and 2 correlate .65 with each other.
Reliabilities are estimated at .79 by split-half methods (Spearman-Brown
corrected), and .89 with Hoyt's estimate of reliability.

Correlations between scores on this measure and scores on other Pilot
l Trial flattery paper-pencil measures are reported at the end of this section.

S~It is important, however, to note the correlations between this test and
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marker tests. Both marker tests were administered in the Fort Carson tryout
and the FIT Assembly was also used at Fort Campbell. Results from Fort
Carson indicate that scores on Assembling Objucts correlate .74 with scores
ort EAS-5 and .76 with scores on FIT Assembly (N = 30). Results from Fort
Campbell indicate that this test correlates .G4 i.0t FIT Assembly (N - 54).
This last value represents a better ý-Atimate uf the relationship between
Assembling Objects and its marker, FIT -,.,ombly, because of the revisions
made t6 Assembling Objects following the first tryouc at Fort Carson.

Modifications for the Fort Knox Field Test. In preparation for the Fort
Knox administration, some Assembling Objects items were redrawn to clarify
the figures, The item response format was modified to approximate a format
suitable for machine scoring, a change that was made in all of the tests
being prepared for field test administration.

Object Rotation Test

Development Strategy. Published tests serving as markers for the Object
Rotation measure include Educational Testing Service's (ETS) Card Rotations,
Thurstone's Flags Test, and Shephard-Metzler Mental Rotations. Each of these
measures requires the subject to compare a test object with a 'standard object
to determine whether the two represent the same figure with one simply turned
or rotated or whether the two represent different figures. The first two
measures, ETS Card Rotations and Thurstone's Flags, involve visualizing two-
dimensional rotation of an object, whereas the Mental Rotations test requires
visualizing three-dimensional objects depicted in two-dimensional space.

Object Rotation Test items were constructed to reflect a limited range
of item difficulty levels ranging from very easy to moderately easy, and
designed to be easier than those in the Assembling Objects Test. The new
test had more items and a shorter time limit than the Assembling Objects
Test.

Test Description. The initial version contained 60 items with a
7-minute time limit. The subject's task involved examining a test object and
determining whether the figure repr, -'ented In each item is the same as the

test object, only rotated, or is ot the same as the test object (e.g.,
flipped over). For each test object there are five test items, each requir-
ing a response of "same" or "not same." Sample test items are shown in
Figure 11.6.

Results from the Fort Carson administration indicated that this test
suffered from ceiling effects. For example, item difficulty levels averaged
.92 (SD - .05). Therefore, we decided to add 30 new items to the test and to
increase the time limit to 9 minutes for the second tryout at Fort Campbell,

Results from the second tryout indicated that subjects, on the average,
completed 87.6 (SD = 8.0) of the 90 items and obtained a mean score of 77.0
(SD - 12.1). The time limit was reduced to 8 minutes for the Fort Lewis
administration to obtain a more highly speeded test.
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Figure 11.6. Sample items from Object Rotation Test.

Test Characteristics. Detailed results from the Fort Lewis pilot test
showed fairly high completion rates (mean = 84,6 and SD - 10.8), with a range
of 48 to 90. Test scores, computed by the total number correct, ranged from
36 to 90 with a mean of 73.4 (SD = 15.4). Item difficulty levels range from
.59 to .98 with a mean of .81 (SD - .11). Item-total correlations (item
validities) average .44 (SD = .17), ranging from .09 to .79. Parts 1 and 2
correlate .73 with each other'. The split-half reliability estimate, cor-
rected for test length, is .86 while the Hoyt estimate is .96.

"ihe marker test for Object Rotation, Mental Rotations, was administered
at two of the three pilot test sites. Data collected at the Fort Carson
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tryout indicate that the two measures correlate .60 (N = 30), whereas data
from Fort Lewis indicate the two correlate .56 (N = 178).

Modifications for the Fort Knox Field Test. Results from the Fort Lewis
pilot ef indated that all test Items p6issessed desirable psychometric
properties. However, the time limit was decreased to 7.5 minutes to make the
test even more speeded and avoid a possible ceiling effect. The response
format was modified to approximate a format suitable for machine scorirj.

Spatial Visualization - Scanning

The second component of spatial visualization ability which was empha-
sized in predictor development is spatial scanning. Spatial scanning tasks
require the subject to visually survey a complex field and find a pathway
through it, utilizing a particular configuration. The Path Test and the Maze
Test were developed to measure this component of spatial visualization.

Path Test

Development Strategy. Published tests serving as markers for constriic-
tion of the Path Test include ETS Map Planning and ETS Choosing a Path, In
thse measures, examinees are provided with a map or diagram. The task is to
follow a given set of rules or directions to proceed through the pathway or
to locate an object on the map.

Results from aarlier research with the marker tests, ETS Map Planning
and ETS Choosing a Path, indicated that both tests are highly speeded and
were very difficult for the target sample (Hough et al., 1984). For example,
80% of the subjects (Army recruits) completed only 16 of the 40 items con-
tained in the Map Planning Test, and only 6 of the 16 items in the Choosing a
Path Test. Consequently, Path Test items were constructed to yield diffi-
culty levels for the target population ranging from very easy to somewhat
difficult and the test time was established to place more emphasis on speed
than on power.

"rest Descrigtion. The Path Test requires subjects to determine the best
path o' route bween two points. Subjects are presented with a map of air-
line routes or flight paths. Figure 11.7 contains a flight path with four
sample items. The subject's task is to find the "best" path or the path be-
tween two points that requires the fewest number of stops. Each lettered dot
is a city that counts as one stop; the beginning and ending cities (dots) do
not count as stops.

In its or-ijinal form, the Path Test contained 35 items with a 9-minute

time limit. Subjects were asked to record the numbers of stops for each item
in a corresponding blank space.

Results from the first tryout, conducted at Fort Carson, revealed that
the test was too easy. That is, virtually all of the subjects coripleted the
test and they obtained a mean score of 29.9. Item difficulty levels ranled
from .48 to 1.00 with a mean of .35. To reduce the potential for ceiling
effects, an additional map or flight path with 13 ite::is was added to the
test. In addition, four very easy items were deleted, resulting in 44 items
on the revised test. The 9-minute linit was retained.
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1. Ato F 00 GQ(
G . Cto E 0 000

3. CtoD 0 00) Q
4. Ctor 0 0Q (0

Figure 11.7. Sample items from Path Test.

Results from the second tryout indicate that, on the average, subjects
completed 40.7 items and obtained a mean score of 32.6 (SD * 7.0). Item dif-
ficulty levels ranged from .55 to .96 with a mean of .80. To prepare for the
third tryout, conducted at Fort Lewis, the test response format was revised
to allow subjects to circle the number of stops (ibe., 1-5) instead of fill-
ing in a blank. In addition, the time limit was reduced from 9 minutes to 8
minutes to increase the speededness of the test.

Test Characteristics. In results from the Fort Lewis tryout of the
revised Path Test, subjects, on the average, completed 35.3 of the 44 items
(SD I 8.3). Test scores, computed by the total number correct, ranged from 0
to 44 with a mean of 28.3 (SD - 9.1). Item difficulty levels range from .20
to .91 with a mean of .64. Item-total correlations average .47 with a range
of .25 to .69. Parts I and 2 correlate .70. The split-half reliability
estimate, corrected for tE.t length, is .82. The Hoyt internal consistency
value is .92.

One or both marker tests were administered at all pilot test sites.
Data from the first tryout indicate that the original Path Test correlates
.34 with ETS Choosing a Path and -. 01 with ETS Map Planning. The reader is
reminded that results from Fort Carson are based on a very small sample size
(N = 19) and that the Path Test was greatly modified following this tryout.

The ETS Map Planning Test was also administered at the Fort Carson and S.'

Fort Lewis tryouts. These data indicate that the Path Test And Map Planning
correlate .62 (N- 54) and .48 (N = 118), respectively.

Modifications for the Fort Knox Field Test. The Path Test remained
unchanged except that the response format was modified to approximate a
format suitable for machine scoring.
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Maze Test

Development Strategy. The Maze Test is the second measure constructed
to assess spatial visualizatfon/scanning. The development strategy mirrors
that of the Path Test, with the same marker tests. The Maze Test, however,
differs from the Path Test in that the task required involvws finding the one
pathway that allows exit from the maze, while the Path Test was designed to
measure visualization/scanning ability under highly speeded conditions.

Test Description. For the first pilot test administration the Maze Test
contaed 24 rectangular mazes. Each included four entrance points, labeled
A, 8, C, and D, and three exit points indicated by an asterisk (*). The task
is to determine which of the four entrances leads to a pathway through the
maze and to one of the exit points. A 9-minute limit was established.

Results from the first tryout, at Fort Carson, indicate that the Maze
Test suffered from ceiling effects. Subjects, on the average, completed 23.3
of the 24 items aid obtained a mean score of 22.1 (SD - 2.18). To increase
test score variance, the test was modified in two ways. First, an additional
exit was added to each test maze. Figure II.8 contains a sample item from
the original test and the same Item modified for the Fort Campbell tryout.
Second, the time limit was reduced from 9 to 0 minutes.

Data obtained at the second tryout, conducted at Fort Campbell, indicate
that completion rates were again high (mean - -2.5). Therefore, for the
third tryout the time limit for completing the 24 maze items was reduced to 6
minutes.

Test Characteristics. Results from the Fort Lewis tryout indicate that
the reduced time produced a drop In the completion rate for the Fort Lewis
sample (mean = 20.6). Test scores, computed by the total nunber correct,
ranged from 8 ro 24 with a mean of 19.3 (SD = 4.4). Item difficulty levels
range from .41 to .98 with a mean of .81. Item-total correlations average
.48 (SD = .22). Parts I and 2 correlate .64 with each other. The split-half
reliability estimate corrected for test length is .78 and the Hoyt
reliability estimate for this test is .88.

One or both of the marker tests, ETS Choosing a Path and ETS Map Plan-ning, were administered at the three pilot test sites. Results from FortCarson indicate that the Maze Test correlates .24 (01 29) with Choosing a

Path, and .36 (N = 10) with Map Planning. These values must be viewed with
caution because of the small sample size and because of modifications made to
the Maze Test following this tryout.

Hap Planning was also administered at the Fort Campbell and Fort Lewis
tryouts. Data collected at these posts indicate that Map Planning correlates

.45 (N = 55) and .6? (N = 118), respectively, with the Maze Test.

Modifications for the Fort Knox Field Test. Results from the last pilot
t-.st Pdministration shoed that the Haze Test could he slightly miore
speeded. The percentage of subjects completing this test is higher than for
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Figure 11.8. Sample items from Maze Test.

the Path Test (I.e., 38% for the Maze Test, and 19% for the Path). There-
fore, the time limit was reduced from 6 minutes to 5.5 minutes for the Fort
Knox field test. In addition, the response format was modified to approx-
imate that for machine scoring.

Construct - Field Independence P

Thi? construct involves the ability to find a simple form when it is
hidden in a complex pattern. Given a visual percept or configuration, field
independence refers to the ability to hold thr percept or configuration in
mind so as to disembed it from other well-defined perceptual material.

I4
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This construct received a mean validity estimate of .30 from the panel
- of expert judges, with the highest estimate of .37 appearing for 110S that

involve detecting and identifying targets. Field independence received a
priurity rating of two for inclusion in the battery. One instrument, the
Shapes Test, was developed to measure this construct.

Shapes Test

Development Strategy. The marker test 'for the Shapes Test is the ETS
Hidden Figures Test, a measure included in the Preliminary Battery (Hough et
al., 1q84). In this test, subjects are asked to find one of five simple
figures located in a more complex pattern. Initial analyses of the Prelimi-
nary 3attery results indicated that for the target population, first-term
enlisted soldiers, the Hidden Figures Test suffers from limited test score
variance and possibly floor effects. For example, the initial data indicate
that 60% of the sample completed fewer than 4 of the 16 test items.

Our strategy for constructing the Shapes Test was to use a task similar
to that in the Hidden Figures Test while ensuring that the difficulty level
of test items was geared more toward the Project A target population.
Further, we decided to include more types of items that reflect varying
difficulty levels. We wanted the test to be speeded, but not nearly so much
as the ETS Hidden Figures Test.

Test Description. At the top of each test page are five simple shapes;
belowthese shapes are six complex figures. Subjects are instructed to ex-
amine the simple shapes and then to find the one simple shape located in each
complex figure (see Figure 11.9).

In the first tryout at Fort Carson, the Shapes Test contained 54 items
with a 16-minute time limit. Results from this first tryout indicated that
most subjects were able to complete the entire test and most subjects ob-
tained very high scores (mean score - 49.3).

To prepare for the Fort Campbell tryout, nearly all test items were
modified to increase item difficulty levels. Exanples of item modifications
are provided in Finure 11.9. As is shown, by adding a few lines to each
complex pattern, the test items administered at Fort Campbell were made more
difficult than the items administered at the Fort Carson tryout.

Results from Fort Campbell indicate that test ite-m moJifications were
successful. Subjects, on the average, completed 43.5 of the 54 items within
the 16-minute time limit, and obtained a mean score of 30.10 (SD = 23.5).

This test was modified only slightly for the Fort Lewis administration.
For exarm;ple, a few complex figures were revised to ensure that one and only

* one simplo figure could be located in each complex figure.

Test Characteristics. For the Fort Lewis sample the mean number com-
pleted was 42.4. The mean number correct was 29.3 (SD = 9.1) with a range of
12 to 51, indicating that the measure does not suffer from ceiling effects.
Item difficulty levels range from .10 to .97 with a mean of .54. Reliability
estimates indicate that Parts I and 2 correlate .69; the Spearman-Brown
correction is .2, and the Hoyt reliability estimate is .F9.

11-41

4A.... r



A c

Complex Figures

Fort Carson--

Fort Campbell

A 3 c I a A I € I0

Figure 11.9. Sample items from Shapes Test.
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The marker test, ETS Hidden Figures Test, was administered at the first
two tryouts. Results from the Fort Carson tryout indicate that the original
version of the Shapes Test correlates .35 with the Hidden Figures Test (N a
29). Data from Fort Campbell indicate that the revised Shapes Test cor-
relates .50 with Its marker (N a 56).

Modifications for the Fort Knox Field Test. The Shapes Test required
only minor revisions for this final tryout. For example, item-total correla-
tions for a few items indicated that more than one shape could be located in
a complex figure test item, so these figures were modified. In addition, the
response format was changed to approximate that for machine scoring.

Construct - Spatial Orientation

This construct involves the ability to maintain one's bearings with
respect to points on a compass and to maintain appreciation of one's location
relative to landmarks in the environment.

This particular construct was not included in the list of predictor
constructs evaluated by the expert panel. However, conceptualization and
measurement of this ability construct first appeared during World War II,
when researchers for the Army Air Forces (AAF) Aviation Psychology Program
explored a variety of constructs to aid in selecting air crew personnel.
Results from the AAF Program indicated that measures of spatial orientation
were useful in selecting pilots and navigators ('Guilford & Lacey, 1947).
Also, during the second year of Project A, a number of job observations
suggested that some MOS involve critical job requirements of maintaining
directional orientation and establishing location, using features or
landmarks in the environment. Consequently, three different measures of this
construct were formulated.

Orientation Test 1

Development Strategy. Direction Orientation Form B (CP515B) developed
by researchers in the AAF Aviation Psychology Program served as the marker
for Orientation Test 1. The strategy for developing Orientation Test 1
involved generating items that duplicated the task in the AAF test. Each
item contains six circles. The first, the standard compass or "•,ven"
circle, indicates the direction of North. This is usually rotated out of the .
typical or conventional position. The remaining circles are test compasses
that also have directions marked on them. For this test, item construction
was limited to one of seven possible directions: South, East, West,
Southwest, Northwest, Southeast, and Northeast. The plan for this test was
to ask subjects to complete numerous compass directional Items within a short
period of time. Orientatioi Test 1 was designed as a highly speeded test of
spatial orientation.

Test Description. Each test item presented subjects with six circles.
In the te t'soriginal form, the first, or Given, circle, indicated the
compass direction for North. For most items, North was rotated out of its
conventional position. Compass directions also appeared on the remaining
five circles. The subject's task was to determine, for each circle, whether
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or not the direction indicated was correctly positioned by comparing it to
"the direction of North in the Given circle. (See Example I in Figure II.10.)

When administered to the Fort Carson sample, this test contained 20 item
sets requiring 100 responses (i.e., for every item, compass directions on
five circles must be evaluated). Subjects were given 8 minutes to complete
the test. Test scores were determined by the total number correct; the
maximum possible was 100.

Results from this administration indicated that nearly all subjects
completed the items within the time allotted and the mean score was 82.7 (S-0
"a 17.8). Item difficulty levels indicate that most items were moderately
easy (mean & .83). For the Fort Campbell tryouts, we attempted to create
more difficult items by modifying directional information provided in the
Given circle. That is, rather than indicating the direction for North,
compass directions for South, East, and West were provided. These directions
were also rotated out of conventional compass position. (See Example 2,
,Figure 11.10.) Orientation Test 1, as presented at the Fort Campbell tryout,
contained 30 item sets or 150 items, administered in three separately timed
parts. Parts 1 and 2 included the original test items, and Part 3 the new
(non-North) items. Part 3 was. preceded by additional test 'instructions
informing subjects about the change in Given circle directions. Subjects
were given 3 minutes to complete each part.

DWIPLE 2

*~ NoQ~

G ~0 Q

Figure 11.10. Sample items from Orientation Test 1.
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In this second tryout, scores on Part 3 yielded lower correlations with
Parts 1 and 2 (both are equal to .44); Parts 1 and 2 correlated .87. From
this information we reasoned that the new items were assessing additional
information about subjects' abilities to maintain orientation. Item sets
from Part 3 were then mixed with item sets from Parts i and 2 to create a
test with 30 item sets (150 items) for the Fort Lewis tryout. Further, the
time limit was increased to a total of 10 minutes. Test instructions were
modified to explain that Items vary throughout the test with respect to
information provided in the Given circle.

Test Characteristics. At the Fort Lewis tryout completion rates for the
total test indicated that, on the average, examinees attempted 25 of the 30
item sets and obtained a mean score of 117.8 (SD - 24.1). Item difficulty
levels range from .21 tu .97 with a mean of .79. The correlation between
Parts 1 and 2 i .86. Reliability estimates are .92 for split-half
Spearman-Brown corrected and .97 for Hoyt.

Modifications for the Fort Knox Field Test. Very few changes were
made, Response format was modified to approximate a format scorable by
machine. Orientation Test 1 contains 30 item sets (150 items) with a
10-minute time limit.

Orientation Test 2

Development Strategy. The second measure of spatial orientation was
also designed to tap abilities that might predict success for MOS that
involve maintaining appreciation of one's location relative to landmarks in
the environment or in spite of frequent changes in direction. Orientation
Test 2 is a relatively new approach to assessing spatial orientation
abilities. Although no particular test served as its model, it is similar to
a measure designed by Army Air Force researchers to select pilots,
navigators, and bombardiers (Directional Orientation: CP5150).

The task designed for Orientation Task 2 asks subjects to mentally
rotate objects and then to visualize how components or parts of those objects
will appear after the object is rotated. Item difficulty levels were varied
by altering the degree of rotation required to correctly complete each part
of the task. Because of the complexity of the task, Orientation 2 was
initially viewed as power test of spatial orientation.

Test Description. For Orientation Test 2, each item contains a picture
within a circular or rectangular frame. The bottom of the frame has a circle
with a dot inside it. The picture or scene is not in an upright position.
The task, then, is to mentally rotate the frame so that the bottom of the
frame is positioned at the bottom of the picture. After doing so, one must
then determine where the dot will appear In the circle. (See Figure II.11
sample items.) For the Fort Carson tryout, this test contained 20 items with
an 8-minute time limit.

Results from this administration indicate that the time limit was
sufficient (mean number completed = 19.9), but that item difficulty levels
were somewhat lower than desired (mean - .52). Item-total correlations were,
however, impre.ssive (mean - .48, SD = .10). The only potential problem
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Figure 11.11. Sample items from Orientation Test 2.

involved the test instructions, which some respondents found difficult. For
the Fort Campbell tryout, test instructions were modified to clarify the
nature of the task.

Data collected at Fort Campbell provide information similar to the Fort
Carson data; however, the mean score and item difficulty levels indicated
that the test was more difficult for this group than for the Fort Carson
sample (mean score - 8.6; mean item difficulty - .43). Because of these
lower item-difficulty levels, four new, easier items were added.
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Orientation Test 2, as administered to the Fort Lewis sample, contained
24 items, and a 10-minute time limit was established to correspond to the
increase in the number of Items. Test scores on this measure are determined
by the total number correct.

Test Characteristics. The Fort Lewis data indicate that Orientation
Test 2 is a power test (mean number completed - 23.7, SO a 1.0). Subjects
obtained a mean score of 11.5 (SD - 6.2). Item difficulty levels range from
.19 to .71 with a mean of .48; this represents a slight increase from the
Fort Campbell tryout. Item-total correlations remain high (mean of .53).
Scores from Parts 1 and 2 correlate .80. Correcting this value for test
length yields a split-half reliability estimate of .89. The Hoyt internal
consistency value is also .89.

Modifications for the Fort Knox Field Test. This measure was virtually
unchanged for the Fort Knox administration. -- Only the response format was
modified to approximate machine scoring.

Orientation Test 3

Development Strateoy. This test was also designed to measure spatial
orientation and was modeled after another spatial orientation test, Compass
Directions, developed by researchers in the AAF Aviation Psychology Program.
The AAF measure was designed to assess the ability to reorient oneself to a
particular ground pattern quickly and accurately when compass directions are
shifted about. Orientation Test 3 was designed to assess the same ability'
using a similar test format. This test was designed to place somewhat more
emphasis on speed than on power.

Test Description. In its original form, Orientation Test 3 presented
subjects with a map that includes various landmarks such as a barracks, a
campsite, a forest, a lake. Within each item, subjects are provided with
compass directions by indicating the direction from one landmark to another,
such as "the forest is North of the campsite." Subjects are also informed of
their present location relative to another landmark. Given this information,
the subject must determine which direction to go to reach yet another
structure or landmark. Figure 1I.12 contains one test map and two sample
items. Note that for each item, new or different compass directions are
gi ven.

For the Fort Carson tryout, the test contained two maps with 10
questions about each map, for a total of 20 items. Subjects were given 12
minutes to complete the test. Results from this first tryout revealed very
few problems with the test (e.g., test instructions were clear, the time 4a:
sufficient, nc. floor nor ceiling effects appeared). Thus, this measure
remained unchanged for the Fort Campbell pilot test.

Results from the second tryout yielded similar information (e.g., no
ceiling nor floor effects, completion rates were acceptable). These data,
however, Indicated that for a few items, two responses could be correct
because of a lack of precision in drawing the two maps. Accordingly,
landmarks on each map were repositioned to ensure that one and only one
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Figure 11.12. Sample items from Orientation Test 3.

correct answer existed for each item. When administered to the Fort Lewis
sample, Orientation Test 3 contained 20 test items with a 12-minute time
limit. Test scnres are determined by the total number correct.

Test Characteristics. On the average, subjects at Fort Lewis completed

18.0 items (SO ae 7777t The mean score of 8.7 (SO m 5.8) indicates that

subjects correctly answered about one-half of the items attempted. Item
difficulty levels range from .24 to .63 with a mean of .43. Item-total
correlations range from .48 to .72 with a mean of .59 (SD - .07). Part I and
Part 2 correlate .79. The split-half reliability estimate corrected for test
length is .88, while the Hoyt internal consistency estimate is .90.
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Data from Fort Carson indicate that Orientation Test 3 correlates .66
with Orientation Test 1 (N z 29) and .42 with Orientation 2 (N a 31). Values
for these same measures administered at Fort Campbell are .72 and .54 (N -
56). Data from Fort Lewis indicate that these measures correlate .68 and .65
(N - 118).

Modifications for the Fort Knox Field Test. This test was virtually
unchanged for the Fort Knox field test. The onTl exception involves changes
to approximate a machine-scorable response format.

Construct - Induction/Figural Reasoning

This construct involves the ability to generate hypotheses about
principles governing relationships among several objects.

Example measures of induction include the Employee Aptitude Survey
Numerical Reasoning (EAS-6), Educational Testing Service (ETS) Figure
Classification, Differential Aptitude Test (DAT) Abstract Reasoning, Science
Research Associates (SRA) Word Grouping, and Raven's Progressive Matrices.
These paper-and-pencil measures present subjects with a series of objects
such as figures, numbers, or words. To complete the task, subjects must
first determine the rule governing the relationship among the objects and
then apply the rule to identify the next object in the series. Two different
measures of the construct were developed for Project A.

Reasoning Test 1

Development Strategy. The plan for developing Reasoning Test 1 was to
construct a test that was similar to the task appearing in EAS-6, Numerical
Reasoning, but with one major difference: Items would be composed of figures
rather than numbers. Test items were constructed to represent varying
degrees of difficulty ranging from very easy to very difficult. Following
item development activities, time limits were established to allow sufficient
time for subjects to complete all or nearly all items. Thus, Reasoning Test
1 was designed as a power measure of induction.

Test Description. Reasoning 1 test items present subjects with a series
of four figures; the task is to identify from among five possible answers the
one figure that should appear next in the series. In the original test,
subjects were asked to complete 30 items in 14 minutes. Sample items are
provided in Figure 11.13.

Results from the first tryout, conducted at Furt Carson, indicate
subjects, on the average, completed 29.5 items and obtained a mean score of
20.7 (SO - 3.5). Inspection of difficulty levels indicated that items were
unevenly distributed between the two test parts, so items were reordered to
ensure that easy and difficult items were equally distributed throughout both
test parts. Only minor modifications were made to test items; for example,
one particularly difficult item was redrawn to reduce the difficulty level.
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Figure 1I.13. Sampl e items from Reasoning Test 1.

Data collected at Fort Campbell indicate that again nearly all subjects
completed the test. Further, test administrators reported that those who
completed the test finished early. As a consequence, the 14-minute time
limit was reduced to 12 minutes, Also, two items were revised because dis-
tractors yielded higher Item-total correlations than the correct response.

Test Characteristics. Fort Lewis subjects, on the average, completed
29.4 items wit-hW 'ou-"'-d of the subjcts completing the entire test. Test
scores, computed from the total number correct, ianged from 4 to 29 with a
mean of 19.6. Item difficulty levels range from .26 to .92 with a mean of
.6V. Part J and Part 2 correlate .64. The split-half reliability estimate
corrected for test length is .7P, while the H!oyt value is .86.

Two other measures of induction, SRA Word Crouping and DAT Abstract
Reasoning, were administered at the Fort Lewis tryout. Results indicate that
Reasoning Test I correlates .47 with Word Grouping and .74 with Abstract Rea-,
soning. These daLa are compatible with our umderstanding of the two marker
measures of induction. The former contains a verbal component while the
latter measures induction via figural reasoning.

Mudifications for the Fort Knox Field Test. Test instructions were
revised slightly for the Fort Knox field test, and the response formdt was
modified to approximate that used for machine scoring.

Reasoning Test 2

Development Strategy. This measure also was designed to assess induc-
tion usint items that require finural reasonino.
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Published tests serving as markers for Reasoning 2 include EAS-6, Numer-
ical Reasoning, and ETS Figure Classification. The original development
strategy was to develop Reasoning Test 2 fairly similarly to the ETS test.
niftial ana'yses conducted on ETS Fiqure Classification data (N M 1,863) V

indicated that this test was too highly speeded for the target population
(Hough et al., 1984). For example, 80% of recruits taking the Figure Clas-
sification test finished fewer than half of the 112 items. Further, although
item difficulty levels varied greatly, the mean value indicated most items
are moderately easy (mean - 73, SD - 22).

Therefore, although the ETS Figure Classification test served as the
marker in early test development planning for Reasoning 2, the new measure
differed in several ways. First, ETS Figure Classification requires subjects
to perform two tasks: to identify similarities and differences among groups
of figures and then to classify test figures into those groups. Items in
Reasoning Test 2 were designed to involve only the first task. Second, test
items were constructed to reflect a wide range of difficulty levels, with the
average item falling in the moderately difficult range. Finally, because the
items would be more difficult overall, Test 2 could contain fewer items. The
test was thus designed as a power measure of figural reasoning, with a broad
range of item difficulties.

Tt escription. Test items present five figures. Subjects are asked
to deoermine whic ur figures are similar In some way, thereby identifying
the one figure that differs from the others. (See Figure 11.14.) This test,
when first administered, contained 32 items with an 11-minute time limit.

Results from the Fort Carson tryout indicated that nearly all subjects
completed the entire test. Item difficulty levels were somewhat higher than
expected, ranging from .05 to 1.0 with a mean of .71 (SD - .29). Because
eight of the test items yielded item difficulty levels of .97 or above, these
items were either modified or replaced to Increase item difficulties. Miore-
"over, Inspection of item difficulties indicated that Part I contained a
greater proportion of the easier items, so items were redistributed
throughout the test.

For the Fort Campbell tryout, Reasoning Test 2 again contained 32 items
with an 11-minute time limit. Analysis of the data indicated desirable
psychometric qualities. For example, nearly all subjects completed the
test. Test scores ranged from . to 26 with a mean of 1r.1 (StI - 3.5) and
difficulty levels decreased. Although the part-part correlation increased
from the first tryout, it still remained low (i.e., Fort Campbell r - .40
versus Fort Carson r - .32).

A few changes were made in the test prior to the third tryout. For
example, four items contained a distractor that was selected more often and
that yielded a higher item-total correlation than the correct response; these
items were revised. Test administrators at Fort Campbell noted that the time
limit could be reduced without significantly altering test completion rates,
so the limit was reduced to 10 minutes for the next administration.
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Figure 11.14. Sample Items from Reasoning Test 2.

Test Characteristics. In the third tryout 70% completed the entire test
(however, M4% completed the separately timed first half and 79% completed -the
second half). Scores ranged from 11 to 28 with a mean of ?1.8 (SD - 3.4).
Item difficulties range from .17 to 1.0 with a mean of .64. Parts I and 2
correlate .46. The split-half reliability estimate corrected for test length
is .63 while the Hoyt value is .61. These values suggest that this is a more
heterogeneous test of figural reasoning than is Reasoning Test 1.

The marker test, ETS Figure Classification, was administered at the
first two tryouts. Correlations between ReasoninC Test 2 and its marker are
.35 (N - 30 at Fort Carson) and .23 (M = 56 at Fort Campbell). These low
correlations are not too surprising, given the task requirement differences
and the power versus speed component differences between these two measures.
Two other measures of induction, SRA Word Crouping and DAT Abstract Reason-
ing, were administered at the third tryout. These data indicate that
Reasoning Test 2 correlates .48 with Word Crouping and .66 with Abstract
Reasoning (N z! 11.). Once again, these differences in correlations are as
expected, since L:ord Grouping contains a verbal component whereas rbstract
Reasoning, like Reasoning Test 2, assesses induction using figural items.

Modifications for the Fort Knox Field Test. The response format was
riodiffed to approxi e that used for machine sccring. Reasoning Test ?
contained 32 items with a 10-minute time limit for the Fort Knox field test.
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Summary of Pilot Test Results for

Cognitive Paper-and-Pencil Measures

In this section, we summarize the data available as of August 1984 for
the 10 cognitive paper-and-pencil measures. This includes test score infor-
mation, intercorrelaLtinrs among the 10 measures, and results from factor
analyses. The bulk of the data reported here was obtained from the Fort
Lewis tryout. Table 11.5 summarizes the Fort Lewis data. All data are based
on a sample size of 118, with the exception of the Path Test, which is based
on a sample size of 116.

Table 11.5

Cognitive Paper-and-Pencil Measures: Summary of Fort Lewis Pilot
Test Results

Mean Item- Split-
No. of Mean Difficulty Halfa

Measure Items Score So Levels rxx

SPATIAL VISUALIZATION

Rotation

Assembling Objects 40 28.14 7.51 .70 .79
Object Rotation 90 73.36 15.40 .82 .86

Scanning

Path 44 28.28 9.08 .64 .82
Mazes 24 19.30 4.35 .80 .78

FIELD INDEPENDENCE

Shapes 54 29.28 9.14 .54 .82

SPATIAL ORIENTATION

Orientation 1 150 117.86 24.16 .79 .92
Orientation 2 24 11.53 6.20 .43 .89
Orientation 3 20 8.71 5.78 .44 .88

REASONING

Reasoning 1. 30 19.64 5.75 .66 .78
Reasoning 2 32 21.82 3.38 .64 .63

a All reliability estimates (spl,c halves with Part 1-Part 2 separately
timed) have been corrected with the Spearman-Brown procedures.
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Table 11.6 contains the intecurrelation matrx for the 10 cognitive
ability measures. One of the most obvious features of this matrix is the
high level of correlation across all measures. The correlations across all
test pairs range from .40 to .68. These data suggest that the test measures
overlap in the abilities assessed.

This finding is not altogether surprising. For example, 4 of the 10
measures were designed to measure spatial abilities such as visualization,
rotationt and scanning. The Shapes Test, designed to measure field inde-
pendence, also includes visualization components. The three tests con-
structed to measure spatial orientation involve visualization and rotation
tasks. The final two measures, Reasoning Test I and Reasoning Test 2, also
require visualization at some level to Identify the principal governing re-
lationships among figures and to determine the similarities and differences
among figures. Thus, across all measures, abilities needed to cnmplete the
required tasks cverlap to some degree. This overlap is demonstrated in the
intercorrelation matrix.

To provide a better understanding of the underlying structure, the
intercorrelation matrix was factor analyzed. Several solutions were com-
puted, ranging from two to five factors. The roLated orthogonal solution for
four factors appeared most meaningful. Results from this solution appear in
Table 11.7. As shown in the table, to interpret results from the four-factor
solution, we first identified all facto' loadings of ,35 or higher. Next, we
examined the factor loading pattern for each measure and then identified mea-
sures with similar patterns to form test clusters. Five test clusters or
groups, labeled A through E, are identified in Table 11.7. These clusters
represent a first attempt to identify the underlying structure of the cogni-.
tive measures included in the Pilot Trial Battery. Each test cluster is
described below.

Group A - Assembling Objects and Shapes Test. Recall that the Shapes
Test requires the subject to locate or d'isembe' simple forms from more com-
plex patterns, while the Assembling Objects Test requires the subject to
visualize how an object will appear when its components are put together.
Both measures require subjects to visualize objects or forms in new or
different configurations. Further, these measures contain both power arid
speed components, %,ith each falling more tow. rd the speed end of the
continuum.

Group B - Object Rotation, Path, and Maze Tests. Object Rotation in-
volves ts4o-di mensional rotation of objects or-for ile the Path and Mlaze
tests involve visually scanning a map or diagram to identify the best pathway
or the one pathway that lerTh, to an exit. These measures are all highly
speeded; that is, subjects are required to perform the tasks at a fairly
rapid rate. Further, the tasks involved in each of these measure- appear
less complex or easier than those involved in thee Asseribling Objects or
Shapes tosts.

Group C - Orientation iest I dnd OrliItation Test 3. Orientation Test 1
requires examinee to compare compass direction phrovided on a test circle
and a given circle, while Orientation Test 3 Involves using a map, compass
directions, and present location to determine which direction to ,ro to reach
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Table 11.7

Rotated Orthogonal Factor Solution for Four Factors on Cognitive
Paper-and-Pencil Measures: Pilot Test Dataa

I II III IV h2b

Shapes .47 .49 ,b68
A

Assembling Objects .47 .48 .621

Object Rotation .50 .37 .473

Path .55 B .40 .541

Mazes .76 .727

Orientation 1 .39 .57 .617
C

Orientation 3 .79 .35 .827

Orientation 2 .35 .74 <-- D .684

Rea~oning 1 .39 .35 .67 .778

Riasoning 2 .37 .36 .44 .521
a Factor loadings of .35 or higher are shown.

bh2 , Proportion of total test score variance in common with other tests,
or common variance.

". a landmark on the map. Both measures require examinees to quickly and
accurately orient themselves with respect to directions on a coilipass and
landmarks in the environment, despite shifts or changes in the directions.
Both are highly sp-eded measures of spatial orientation.

Group D - Orientation Test 2. This measure involves mentally rotating a
frame so that it corresponds to or matches up with the picture inside, and
then visualizing how components on the frame (a circle with a dot) will
appear after it has been rotated. This appears to he a very complex spatial %
measure that requires several abilities such as visualization, rotation, and
orientation. In addition to the task complexity differences, this measure
may also differ from other spatial measures on the power-speed continuum.
Unlike the other spatial measures included in the Pilot Trial Battery,

* Orientation Test 2 is a power rather than a speed test.
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Group E - Reasoning Test I and Reasoning Test 2. Reasoning Test I
requires one to identify the principle governing the relationship or pattern
among several figures, while Reasoning Test 2 involves identifying
similarities among several figures to isolate the one figure that differs
from the others. As noted above, these measures appear to Involve
visualization abilities. The reasoning task involved in each, however,
distinguishes these measures from the other tests included in the Pilot Trial
Battery.

Results from analyses of the Fort Lewis data provide a preliminary
structure for the cognitive paper-and-pencil tests designed for the Pilot
Trial Battery. Correlations among the- measures indicate that all measures
require spatial visualization abilities at some level. The measures may,
however, be distinguished by the type of task, task complexity, and speed and
power component differences.

In this section we have focused on the cognitive paper-and-pencil
measures. Other cognitive measures in the Pilot Trial Battery were
administered via computer and are described in the following section.
Correlations among the cognitive paper-and-pencil tests and the cognitive
computer-administered tests are also reported In that section.
Administration and rqsults of the field tests are reported in Section 6.

.15
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Section 4

DEVELOPMENT OF COMPUTER-ADMINISTERED TESTS

In this section the development steps and pilot test results for the
computer-administered measures are described. Before discussing the tests
themselves, we will briefly describe a critical piece of equipment designed
especially for pilot administrations of the computerized tests in the Pilot
Trial Battery.

The microprocessor selected for use, the COMPAQ, contains a standard
keyboard, and in early tryouts of the computer battery stibjiects were asked to
make their responses on this keyboard. These preliminr'.y trials suggested
that the use of a keyboard may provide an unfair advantage to subjects with
typing or data entry experience, and that the standard keyboard did not pro-
vide adequate experimental control during the testing process. Consequently,
a separate response pedestal was designed and built and was ready for use in
the final pilot test at Fort Lewis.

This response pedestal is depicted in Figure 11.15. Note that it con-
tains two joysticks (one for left-handed subjects and one for right-handed
subjects), two sliding resistors, a dial for entering demographic data such
as age and social serurity number, two red buttons, three response buttons--
blue, yellow, and white--and four green "home" buttons. (One of the "home"
buttons is not visible in the diagram; it is located on the side of the
pedestal.)

The "home" buttons play a key role in capturing subjects' reaction time
scores. They control the onset of each test item or trial when reaction time
is being measured. To begin a trial, the subject must place his or her hands
on the four green buttons. After the stimulus appears on the screen and the
subject has determined the correct response, he or she must remove his or her
preferred hand from the "home" buttons and press the correct response hutton.

The procedure Involving the "home" buttons serves two purposes. First,
control is added over the location of the subjects' hands while the stimulus
item is presented. In this way, hand movement distance is the same tor all
subjects and variation in reaction time due to position of subjects' hands is
reduced to nearly zero.

Second, procedures involving these buttons are designed to assess two
d theoretically important components of reaction time measures--decision time

and movement time. Decision time includes the period between stimulus'onset
and the point at which the subject removes his or her hands to make a
response; this interval reflects the time required to process the information
to determine the correct response. Movement time involves the period between
removing one's hands from the "home" buttons and striking a response key.
"The "home" buttons on the response pedestal, then, are designed to investi-
,ate the tw theoretically independent components of reaction time. Results
from an investigation of these measures appear throughout this section.
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On the following pages, we describe the development and pilot testing of
computer-administered tests designed to measure three cognitive ability con-
structs and two psychomotor ability constructs. Tests were also developed to
measure two additional constructs but were not pilot tested.

Construct - Reaction Time (Processing Efficiency)

This construct involves speed of reaction to stimuli--that is, the speed
with which a person perceives the stimulus Independent of any time taken by
the motor response component of the classic reaction time measures. Accord-
ing to our definition of this construct, which is an indicator of processing
efficiency, it includes both simple and choice reaction time.

Simple Reaction Time: Reaction Time Test 1

The basic paradigm for this task stems from Jensen's research involving
the relationship between reaction time and mental ability (Jensen, 1982).

At the computer console, the subject is instructed to place his or her
hands on the green "home" buttons. On the computer screen, a small box
appears. After a delay period (ranging from 1.5 to 3.0 seconds) the word
"1"yellow" appears in the box. The subject must remove the preferred hand from
the "home" buttons to strike the yellow key. The subject must then return
both hands to the ready position to receive the next item.

This test contains 15 items. Although it is self-paced, subjects are
given 10 seconds to respond before the computer "time-outs" l and prepares to
present the next item. -

Test Characteristfcs. Table 11.8 contains data on the test characteris-
tics from the Fort Lewis pilot test. Variables in the upper part of the
table provide descriptive Information about test performance. Note that, on
the average, subjects read the test instructions in 2.5 minutes, although
this time ranges from about half a minute to 5 minutes. Further, subjects
completed the test In 1.2 minutes; this ranged from .8 minute to over 5
minutes. Total test time, then, ranged from 1.6 to 7.1 minutes with a mean
of 3.7 minutes. Very few subjects timed-out or provided invalid responses;
the maximum number of time-out, for any subject was three, the maximum number
of invalid responses was onie. Finally, percent-correct values indicate
nearly all subjects understood the task and performed it correctly.

lTime-outs occur if a subject falls to respond within a specified period of
time. Invalid responses occur when the subject strikes the wrong key. In
both cases, the item disappears from the computer screen and, after the
subject gets in the ready position, the next item appears on the screen.
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Table 11.8

Reaction Time Test 1 (Simple Reaction Time): F
Fort Lewis Pilot Test

,Desritive Characteristics Mean SD Range

Time to Read Instructions (minutes) 2.51 .81 .63 - 5.01

Time to Complete Test (minutes) 1.22 .62 .79 - 5.19

Total Test Time (minutes) 3.72 .99 1.59 - 7.10

Time-Outs (number per person) .05 .31 0 - 3

Invalid Responses (number per person) .07 .26 0 1

Percent Correct 99% 3% 80 - 100%

Test Scoresa Mean SD !Me Rxxb

Decision Time (10 items) 30.50 10.15 17.90 - 109.78 .91

TrimmedC Decision Time (8 Items) 29.25 8.10 18.75 - 82.00 .92

SD - Decision 7.85 12.05 .92 - 118.26 .77

Movement Time (10 items) 27.35 8.98 15.50 - 91.33 .75

Trimmed Movement Time (8 items) 26.01 7.26 15.50 - 55.86 .94

SD - Movement 6.68 12.77 .75 - 121.07 .20

Total Time (10 items) 57.84 15.78 37.90 - 149.56 .90

Trimmed Total Time (10 items) 55.92 13.86 37.75 - 124.71 .94

SD - Total 11.79 16.80 1.58 - 125.85 .66

a All values reported are in hundredths of a second.

b Rxx a odd-even correlations, corrected to full test length using the
Sp-earman-Brown formula.

c Trimmed scores are based on response to items 6-15, excluding the highest
and lowest scores.
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Test Scores. To identify variables of interest, we reviewed the litera-
ture in this area. (See Keyes, 1985.) This review indicated that the re-
action time is often calculated for decision time, movement time, and total
time. In addition, Intra-Individual variation measures (the standard devia-
tion of total reaction time scores) calculated for each subject appear to
provide useful information. Considering problems related to practice
effects, only the last 10 responses were included in the mean reaction
scores. Further, because subtle events may produce extreme reaction scores
for a single item, trimmed scores, which include responses to items 6 through
15 with the highest and lowest reaction time values removed, were used for
decision, movement, and total time.

Mean values for all the above measures were calculated. They appear in
Table 11.8 along with reliability estimates for each measure, computed using
an odd-even method with a Spearman-Brown correction.

The relationships among these measures of reaction time were examined by
computing all pairwise correlations. These results indicate that a low to
moderate relationship exists between movement time and decision time (r a .32
for 10 items). Movement time appears to be providing kinds of information
similar to total time'(r - .77 for 10 items). Decision time, however, pro-
vides additional information (r - .50 for 10 items).

Correlations calculated with paper-and-pencil cognitive measures
indicate that decision time, total standard deviation, and percentage correct
are virtually unrelated to scores on these paper-and-pencll measures. Total
reaction time, however, correlates highest with the Maze Test (-.39), the
Path Test (-.23), and Orientation Test 1 (-.23). The detailed information on
intercorrelations between the computer-administered tests and the cognitive
paper-and-pencil tests is provided in the final portion of Section 4.

Finally, scores on these measures were correlated wlih video experi-
ence. Prior to completing the computer tests, subjects had been asked to
rate, on a 5-point scale, their degree of experience' with video game play-
ing. Mean decision trimmed and mean total trimmed times correlate near zero
with this variable. Total standard deviation correlates .19 and percent
correct correlates -. 20 with this measure.

Modifications for Fort Knox Field Test. This test remained the same for
the Fort Knox field test.

Choice Reaction Time: Reaction Time Test 2
Reaction time for two response alternatives is obtained by presenting

the term BLUE or WHITE on the screen. The subject is instructed when one of
these appears, to move his or her preferred hand from the "home" keys to
strike the key that corresponds with the term appearing on the screen (BLUE
or WHITE).

2A rating of 1 Indicated no experience with video games; 5 indicated much
experience.
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This measure contain3 15 items, with 7 requiring responses on the WHITE
key and 6 requiring responses on the BLUE key. Although the test is self-
paced, tne computer is pro rwr'imd to allow 9 seconds for a response before
going on to the next item.

Test Characteristics. Table 11.9 provides data describing this test as
given at Fort Lewis. Note that subjects were reading the instructions more
quickly than they were for Simple Reaction Time and were also finishing the
test more quickly.

Information about whether the same or different hands were used to
respond to all items Is not reported in this table. Data on hand use indi-
cate that 23% of the subjects (N * 26) consistently used the same hand. The
remainder (77%, N - 86) switched from hand to hand at least once to respond.

Test Scores. Mean values along with standard deviations, ranges, and
reliabllity estmates are provided in Table II.9. Mote that for this mea-
sure, only the two reaction time scores provide reliable information. (These
reliability estimates were calculated using an odd-even procedure with a
Spearman-Brown correction.)

Another measure involves the difference between mean Choice Reaction
Time scores and Simple Reaction Time scores. This value is intended to
capture a speed of processing component. Note that reliability estimates
suggest these values are internally consistent.

Modification for Fort Knox Field Test. No changes were made to this
test for the Fort Knox field test.

Construct - Short-Term Memory

This construct is defined as the rate at which one observes, searches,
and recalls information contained in short-term memory.

Memory Search Test

The marker used for this test is a short-term mpmory search task intro-
duced by S. Sternberg (1966, 1969). In this test, the subject is presented
with a set of one to five familiar items (e.g., letters); these are withdrawn
and then the subject is presented with a probe item. The subject is to In-
dicate, as rapidly and as accurately as possible, whether or not the probe
was contained In the original set of items, now held in short-term memory.
Generally, mean reaction time is regressed againsc the number of objects in
the item or stimulus set. The slope of this function can be interpreted as
the average increase in reaction time with an increase of one object in the
memory set, or the rate at which one can access Information in short-term
memory.

The measure developed for computer-administered testing is very similar
to that designed by Sternberg. At the computer console, the subject is in-
structed to place his or her hands on the green home buttons. The first
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Table 1I.9

Reaction Time Test 2 (Choice Reaction Time):
Fort Lewis Pilot Test

Descriptive Characteristics Mean SD Rage

Time to Read Instructions (minutes) 1.01 .36 .45 - 2.37

Time to Complete Test (minutes) .95 .13 .80 - 1.59

Total Test Time (minutes) 1.95 .40 1.37 - 3.20

Time-Outs (number per person) 0 0 0 - 1

Invalid Responses (number per person) .17 .10 0 - 1

Test Scores Mean so Range Rxxa

Mean Decision Timeb 36.78 7.76 18.75 - 78.29 .94

Mean Total Timeb 65.98 10.38 37.75 - 117.29 .91

SD - Total Timeb 8.92 3.75 1.09 - 60.07 o10

Percent Correct 99% 3% 90 - 100% -. 16

Choice RT Minus Simple RT
Mean SD iRxx

Decision Timeb 7.68 8.79 -43.70 - 33.99 .86

Total Timeb 10.37 11.15 -44.92 - 38.71 .79

a Rxx - odd-even correlations corrected with the Spearman-Brown formula.
b Values reported are in hundredths of a second. Statistics ire based on

analysis of all 15 items of the test.
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stimulus set then appears on the screen. A stimulus ontains one, two,
three, four, or five objects (letters). Following a .5-second or 1.0-second
display period, the stimulus set disappears and, after a delay, the probe
item appears. Presentation of the probe item is delayed by either 2.5
seconds or 3.0 seconds. When the probe appears, the subject must decide
whether or not it appeared in the stimulus set. If the item was present in
the stimulus set, the subject removes his or her hands from the home buttons
and strikes the white key. If the probe item was not present, the subject
strikes the blue key.

Parameters of interest include, first, stimulus set length, or number of
letters in the stimulus set. Values for this parameter range from one to
five. The second parameter, observation period and probe delay period,
includes two levels. The first is described as long observation and short
probe delay; time periods are 1.0 second and 2.5 seconds, respectively. The
second level, short observation and long probe delay, includes periods of .5
second and 3.0 seconds, respectively. The third parameter, probe status,
indicates that the probe is either in the stimulus set or not in in the
stimulus set.

Test Characteristics. Table I1.10 provides descriptive information for
the Memory Search' Test. Subjects were allowed very few time-outs (mean -
.17, SD - .80) and provided about five invalid responses (range 0 - 28).
Overall, total percentage correct is 90. However, the range of percent-
correct values, 44 to 100, indicates that at least one subject was performing
at a lower-than-chance level.

Test Scores. Table I1.1O provides information for the total time score,
"which was computed and then plotted against item length, defined as the num-
ber of letters in the stimulus set. These plots indicated that decision and
total time produce very similar profiles, whereas movement time results in a
"nearly flat profile. Since decision time and total time yield similar infor-
mation and movement time appears to serve as a constant, we could have used
either decision or total reaction time to compute scores on this measure. We
elected to use total reaction time.

Subjects receive scores on the foilowing jneasures;

0 Slope and Intercept - These values are obtained by regressing mean
total reaction time (correct responses only) against item length.
In terms of processing efficiency, the slope represents the average
increase in reaction time with an increase of one object in the
stimulus set; the lower the value, the faster the access. The
intercept represents all other processes not involved in memory
search, such as encoding the probe, determining whether or not a
match has been found, and executing the response.

6 Percent Correct - This value is used to screen subjects completino.
the test. For example, in Table I1.101 we indicatnd that one sub-

ject correctly answered 44% of the items. Computing the above
scores for this subject (i.e., slope and i:,tercept) would be mean-
ingless. Percent-ccrrect scores are used to identify subjects
performing at very low levcls, thereby precluding computation of
the above scores.

11-55

-e 4%{



0 Grand Mean - This value is calculated by first computing the mean k
reaction time (correct responses only) for each level of stimulus
set length (i.e., one to five). The mean of these means is then
computed.

Table II.10 contains the mean, standard deviation, range, and
reliability estimates for each of the scores. Note that all values except
the slope yield fairly high internal consistency.

Table 11.10

Memory Search Test: Fort Lewis Pilot Test

Test Characteristics Mean SD Ran.e

Time to Read Instructions (minutes) 3.06 .76 1.64 - 5.81

Time to Complete Test (minutes) 9.00 ,54 8.37 - 11.71

Total Test Time (minutes) 12.07 1.06 10.43 - 17.52

Time-Outs (number per person) .17 .80 0 - 8

Invalid Responses (number per person) 4.86 4.72 0 - 28

Test Scoresa Mean SD Ran Rxxh

Slopec 7.19 6.14 -12.70 - 41.53 .54

Mean Total Timec 97.53 30.38 44.91 - 230.97 .84

SD - Total Timec 119.05 29.84 67.71 - 262.35 .88

Percent Correct 89% 10% 44 - 100- .95

.L. aSee text for explanation of these measures.

bRxx = odd-even correlation corrected with the Spearman-Bruwi! formula.

cValues reported are in hundredths of a second. Statistics are based on an
analysis of items answered correctly. (There were 50 items on the test.)
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Modifications for Fort Knox Field Test. Results from an anaiysis of
variance conducted for the three parameters were used to modify this test for
the Fort Knox field test. Total reaction time served as the dependent
variable for this measure. These data indicated that the two levels of
observation period and probe delay yielded no significant differences in
reaction time (F a .27; p<. 60 ). For stimulus set length, levels one to five,
mean reaction t-me scores differed significantly (F a 84.35; p<.001). This
information confirms results reported in the literature, whic Fsuggest that
reaction time increases as stimulus set length increases. Finally, for probe
status, in or not in, mean reaction time scores also differed significantly
(F - 74.24; P_<.O01). These values indicate that subjects, on the average,
require more time to determine that a probe is not in the set than to
determine that the probe is contained in the set. Results also indicated a
significant interaction between stimulus length and probe status (LF_ 7.46;
p<.O01).

This information was used to modify the Memory Search Test. For
example, stimulus set length had yielded significant mean reaction time score
differences for the five levels. Mean reaction time for levels two and four,
however, differed little from levels three and five, respectively. Thus,
items containing stimulus sets with two and four letters were deleted from
the test file.

Although observation period and probe delay parameters produced
non-significant results, we concluded that different values for probe delay
may pruvide additional information about processing and memory. For example,
in literature in this area, researchers suggest that subjects begin with a
visual momory of the stimulus objects. After a very brief period, .5 second,
the v'iual,memory begins to decay. To retain a memory of the object set,
subjects shift to an acoustic memory; that is, subjects rehearse the sounds
of the object set and recall its contents acoustically (Thorson, Hochhaus, &
Stanners, 1976). Therefore, we changed the two probe delay periods to .5
second and ?.5 seconds. These periods are designed to assess the two
hypothesized types of short-term memory--visual and acoustic.

Finally, half of the items included in the test were modified to include
unusual or unfamiliar objects--symbols, rdther than letters. In part, the
rationale for using letters or digits involves using overlearned stimuli so
that novelty of the stimulus does not impact on processing the material. We
elected, however, to include a measure of processing and recalling novel or
unusual mater' 1, primarily because Army recruits do encounter and are
required to retall stimuli that are novel to them, especially during tneir
initial training. Thus, one-half of the test items ask subjects to observe
and recall unfamiliar symbols rather than letters.

The test then, as modified, contains 48 items--one half consisting of
letters and the other half of symbols. Within each item type, three levels
of stimulus length are included. That is, for items with letter stimulus
sets, there are eight items with a single letter, eight with three, and eight
with five letters. The same is done for items containing symbols. Within
Peh of the stimulus length sets, four items include a 5-second probe delay
and four contain a 2.5-second probe delay period. Across all items (N - 48),
probe status is equally mixed between "in" and "not in" the stimulus set.
With the test so constructed, the effects of stimulus type, stimulus set
length, probe delay period, and prrhe status can he examined,
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Conscruct - Perceptual Speed and Accuracg

Perceptual speed and accuracy involves the ability to perceive visual
information quickly and accurately and to perform simple processing tasks
with the stimulus (e.g., make comparisons). This requires the ability to
make rapid scanning movements without being distracted by irrelevant visual
stimuli, and measures memory, working speed, and sometimei eye-hand
coordination.

Perceptual Speed and Accuracy Test

Measures used as markers for the development of the computerized
Perceptual Speed and Accuracy (PS&A) Test included such tests as the Employee
Aptitude Survey Visual Speed and Accuracy (EAS-4), and the ASVAB Coding Speed
and Tables and Graphs tests. The EAS-4 involves the ability to quickly and
accurately compare numbers and determine whether they are the same or
different, whereas the ASVAB Coding Speed Test measures memory, eye-hand
coordination, and working speed. The Tables and Graphs rest requires the
ability to obtain information quickly and accurately from material presented
in tabular form.

The computer-administered Perceptual Speed and Accuracy Test requires
the ability to make a rapid comparision of two visual stimuli presented
simultaneously and determine wnether they are the same or different. Five
different types of stimuli are presented: alpha, numeric, symbolic, mixed,
and word. Within the alpha, numeric, symbolic, and mixed stimuli, the
character length of the stimulus is viried. Four different levels of
stimulus length or "digit" are present: two-dtgit, five-digit, seven-digit,
and nine-digit. Four items are included in each Type by Digit cell. For
example, four items are two-digit alphas (e.g., XA). In its original form
this test had:

16 two-digit items
16 five-digit items
16 seven-digit items
16 nine-digit item!
16 word items

80 total items

Same and different responses were balanced in every cell except one (the
four two-digit numeric items were inadvertently constructed to require all
11same" responses). Some example items are shown below:

1. 96293 96298 (Numeric five-digit)

2. /I'<>2 +/n<>2 (Symbolic seven-digit)

3. James Braun James Brown OJords)
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Reaction times were expected to increase with the number of digits
included in the stimulus. The rationale for including various types of
stimuli was simply that soldiers often encounter various types of stimuli in
military positions.

The subject is instructed to hold the home keys down to begin each item,
release the home keys upon deciding whether the stimuli are the same or
different, and depress a white button if the stimuli are the same or a blue
button if the stimuli are different. The measures obtained are: response
hand, percent correct, total reaction time, decision time, movement time,
time for instructions, and total tPst time.

Test Characteristics. The computerized Percaptual Speed and Accuracy
Test was administered to 112 individuals at Fort Lewis. Some of the overall
test characteristics are shown in Table II.11.

Table 11.11

Overall Characteristics of Perceptual Speed and Accuracy Test:
Fort Lewis Pilot Test

Mean SD Range

Time Spent on Instructions (minutes) 2.36 .59 1.37 - 4.30

Time Spent on Test Portion (minutes) 7.82 1.,04 5.82 - 12.41

Total Testing Time (minutes) 10.18 1.37 7.45 - 14.88

Time-Outs (number per person) 9.57 6.17 0 - 35

Invalid Responses (number per person) .94 1.20 0 - 6

Two two-way analyses of variance were perfcrmed on reaction ti;:ies for
correct responses. The first was a Type (4 levels) by Digit (4 levels) ANOVA
of total reaction times. The results showed significant main effects fuý
Type [F (3,333) = 11.99, p<.001], Digits [F C3,333) = 871.46, p<.001], and
their Tnteraction [EF (9,999) = 44.14, p<,601]. The second ANOVA was on
movement times. Pure movement time should be a constant when response hands
are balanced. The results suggested that subjects were still making their
decision about the stimuli after releasing the home keys. That is, the
movement time ANOVA for Type by Digits yielded a significant main effect for
Digits [F (3,333) = 19.94, p<.001]. The interaction of Digits and Type was
also significant [F (9,999) = 7.22, p<.O01].
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The implications of these results are:

* Scores should be formed on total reaction tines (for correct
responses) instead of decision times because subjects appear to
continue making a decision after releasing the home keys.

* Means should be computed separately for each set of times with a
particular digit level (i.e., two, five, seven, and nine). Number
of digits had a greater effect on mean reaction time than did
type. Since only correct response reaction times are being used,
subjects could raise their scores on a pooled reaction time by
simply not responding to the nine-digit items. Thus, the mean
reaction times to correct responses for each digit level should be
equally weighted. The grand mean of the mean reaction times for
each digit level was computed.

* The nine-digit symbolic items were probably too easy. Mean re-
action times for the nine-digit symbolic items were substantially
less than those for the other nine-digit items. Further inspection
of the items showed that some of the items were probably being
processed in "chunks" (e.g., <<....++*//),

/

* Total reaction times for correct responses could be regressed on
digit and intercepts and slopes computed for individuals by means
of repeated measures regression (i.e., the trend appeared to be
linear).

Test Scores. As a whole, the scores on the computer-adininisterd Per-
ceptual Speed and Accuracy Test were quite reliable (see Table 11.12).
Reliability coefficients ranged from .85 for the intercept of the regression
of total reaction time on digits to .97 for the grand mean of the mean re-
action times for the four non-word categories and the word category.

Interrelationships Among PS&A Scores. Ideally, efficient performance on
the PS&A Test would produce a low intercept, a low slope, and high accuracy,
combined with a fast grand mean reaction time score. Data analyzed from
the Fort Lewis testing (N - 112) suggest that this relationship may occur
infrequently. As shown in Table 11.13, the relationship of the slope with
the intercept is negative. That is, low intercepts tend to correspond with
steep slopes. However, it is possible that individuals who obtained low
intercepts simply had more "room" to increase their reaction times within the
7-second time limit, thus increasing their slope scores. Since high inter-
cept values were related to slnwer grand mean reaction times, as well as less
accurate performance, and more "time-outs" occurred on the nine-digit items,
it is likely that the 7-second time limit produced a ceiling effect.

The high positive correlation between the slope and accuracy suggests
that performing accurately is related to a substantial increase in reaction
time as the stimuli increase In length. Steeper slopes also correspond with
slower grand mean reaction times. These slower reaction times were also
related to higher accuracy.
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Table 11.12

Scores From Perceptual Speed and Accuracy Test:
Fort Lewis Pilot Test

Scorea Mean SD Range Rxxb

Grand Mean of Mean Reaction Times for 279.99 57.97 85.67 - 386.49 .97
Non-Word Items

Mean Reaction Time for 351.74 68.39 198.64 - 518.64 .91
Word Items

Grand Mean of Mean Reaction Times for 294.22 57.13 109.34 - 412.75 .97

Word and Non-Word Items

Intercept 89.37 36.48 12.99 - 210.34 .85

Slope 33.14 9.78 -. 75 - 52.11 .89

Percent Correct 86.9% 8,0% 56.3 - 100%

a Reaction Time values are in hundredths of a second and are based on
analysis of items answered correctly. (There were 80 items on the
test.)

b Split halves (odd-even) reliability estimates, Spearman',Brown corrected.

Table 11.13

Intercorrelatlons Among Perceptual Speed and Accuracy Test Scores:
Fort Lewis Pilot Test

Percent
Score Intercept S Correct

•. Slope -. 27a

Percent Correct -. 26 b .64a

Grand Meanc .3 6 b .79a .45a

a p < .001
b p < .003

"C Grand mean reaction time in this section refers to:

Grand Mean a X2-digits *-X5-digits + 77-digits + 3 9-digits + 7 words
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Modifications for Fort Knox Field Test. Several changes were made to
this test. A reduction in the number of items was desirable in order to cut
down the testing time, and the reliability of the test scores indicated that
the test length could be considerably reduced without causing thE

reliabillties to fall below acceptable levels (see Table 11.12).

Item deletion was accomplished in two ways. First, all the seven-digit
items were deleted (16 items). Such deletions should have little effect on

the test scores, since the relationship between number of digits and reaction
time is linear, and the items containing two, five, and nine digits should
provide sufficient data points.

Second, four items were deleted from each of the remaining three digit
categories (two, five, and nine) and from the "word" items. Thus, 16 more
items were deleted. The following factors were considered in selecting
items for deletion:

I Item intercorrelations within stimulus type and digit size were
examined. In many cases, one item did not correlate highly with
the others. Items that produced the lowest intercorrelations were
deleted. Use of this criterion resulted in 13 item deletions.

* When item interrelations did not differ substantially, accuracy
rates and variances were reviewed. These factors did not indicate
any clear candidates for deletion.

a When all the above were approximately equal, the decision to delete
an item was based on its correct response (i.e., "same" or
"different"). The item which would have caused an imbalance
between the responses (if retained) was deleted. This was, in
effect, a random selection.

Several other changes were made, either to correct perceived short-
comings or to otherwise improve the test. The symbolic, nine-digit items
were modified to make them more difficult. (As previously noted, these
items had originally been developed in such a way that the symbols were in
"chunks," thus making the items, in effect, much shorter than the intended

nine digits; these group symbols were broken up.) Five items were changed so
that the correct response was "different" rather than "same" In order to
balance type of correct response within digit level. Finally, the time
allowed to make a response to an item was increased from 7 seconds to 9
seconds in order to give subjects sufficient time to respond, especially for
the more difficult items.

The revised test, then, contained 48 items; 36 were divided into 12 Type
(alpha, numeric, symbolic, mixed) by Number of Digits (two, five, nine)
cells, and 12 were "word" Items.

Target Identification Test

The Target Identification Test Is a measure of the perceptual speed and
accuracy construct. The objects perceived are meaningful figures, however,
rather than being made up of numbers, letters, or symbols. In this test,
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each item shows a target object near the top of the screen and three labeled
stinmuli in a row near the bottom of the screen. Examples are shown in Figure
11.16. The subject is to identify which of three stimuli represents the same
object as the target and to press, as quickly as possible, the button (blue,
yellow, or white) that corresponds to that object.

The objects shown are based on military vehicles and aircraft as shown
on the standard set of flashcards used to train soldiers to recognize equip-
ment presently being used by various nations. Twenty-two drawings of objects
were prepared.

Several parame,-rs were varied in the stimulus presentation. In addi-
tion to type of object, a second parameter was the position of the correct
response--on the left, in the middle, or on the right side of the screen. A
third was the orientation of the target object--whether the object is "fac-
ing" in the same direction as the stimuli or in the opposite direction.

A fourth parameter was the angle of rotation (from horizontal) of the
target object. Seven different angular rotations were used for the Fort
Lewis administration: 00, 200, 250, 300, 350, 400, and 450. The fifth
parameter was the size of the target object. Ten different levels of size
reduction were used in the Fort Lewis administration: 40%, 50%, 55%, 60 ,
65%, 75%, 80%, 85%, 90%, and 100%. Fifty percent reduction means that the
target object was half the size of the stimulus objects at the bottom of the
screen; 100% is full size.

There was no intention of creating a test that had items tapping each
cell of a crossed design for these five parameters. Instead, we viewed this
tryout of the test as an opportunity to explore a number of different factors
that could conceivably affect test performance. A total of 44 items were
included on the test.

Test Characteristics. Table 11.14 shows data from the Fort Lewis pilot
test of the Target Identification Test. The lower part of the table shows
data from the two measures of concern: total reaction time and percent cor-
rect. The test was conceived as a speeded test, in the sense that each item
could be answered correctly if the subject took sufficient time to study the
items and, therefore, the reaction time measure was intended to show the most
variance. The data show that these intentions were achieved.

Score Variables. As noted above, the primary scores for this test were
total reaction time (includes both decision and movement times) for correct
responses, and the percent of responses that were correct. Total reaction
time was used rather than decision time because it seems to be more ecologi-
cally valid (i.e., the Army is interested in how quickly a soldier can per-
ceive, decide, and take some action and not just In the decision time).
Also, analyses of variance showed similar results for the two measures.

Modifications for the Fort Knox Field Test. The revised test consisted
of 48-items instead of 44. Two parameters of the test were left unchanged--
position of the object that "matched" the target and direction in which the
target object faced--even though analyses of the Fort Lewis data indicated
that opposite-facing. targets appeared to be more difficult and the middle
position of the correct object was slightly "easier."
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EXAMPLE 1.

TARGE

•_,, ____,____,,_____-_____, ___

BLUE YELLOQ PHIiE

EXAMPLE 2.r

1.. .... ' - -;" ... , -"

B•LIJ YELLQWI •WITE"

Figure 11.16. Graphic Displays of example items from the computer-
administered Target Identification Test.
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Table 11.14

Target Identification Test: Fort Lewis Pilot Test

Descriptive Characteristics Mean SD

Time to Read Instructions (minutes) 2.01 1.04 1.10 - 9.21

Time to Complete Test (minutes) 3.61 0.45 2.96 - 5.46

Total Test Time (minutes) 5.62 1.23 4.12 - 12.81

Time-Outs (per person) .06 .28 0 - 2

Invalid Responses (per person) 3.20 3.61 0 - 29

Test Scores Mean So Range Rxxa

Total Reaction Timeb 218.51 68.75 113.10 - 492.95 .97

Percent Correct 92.6% 8.3% 34.1 - 100% .78

a Reliability estimates computed using odd-even procedure with Spearman-
Brown correction.

b In hundredths of a second.

Three parameters were changed. The objects to be matched with the
target were made to be all from one type (helicopters or aircraft or tanks,
etc.) or from two types, rather than from one, two, or three. Ihis was done
because analyses showed the "three-ty e" items to be extremely easy. Rota-
tion angles were reduced from seven levels to just two, 0 and 450, since
analyses showed that angular rotations near 01 had very little effect on
reaction time.

Finally, the size parameter was radically changed. The target object
was either 60% uf the stimulus objects, or was made to "move." ihe "moving"
items were riade to appear initially or the screen as a very small dot, com-
pletely indistinguishable, and then to quickly and successively disappear and
reappear, slightly enlarged in size and slightly to the left (or right, de-
pending on the side of the screen where the target Initially/ appeared) of the
prior appearance. Thus, the subject had to observe the moving and enlarging
target until certain of matching it to one of the stimulus objects. These
"moving" items were thought to represent greater ecological or content valid-
ity, but still to be a part of the figural perception construct.
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Construct - Psychamotor Precision

This construct reflects the ability to make muscular movements necessary
to adjust or position a machine control mechanism. This ability applies to
both anticipatory movements (i.e., where the subject must respond to a
stimulus condition that is continuously changing in an unpredictable manner)
and controlled movements (i.e., where the subject must respond to a stimulus
condition that is changing in a predictable fashion, or making only a
relatively few dlscrete, unpredictable changes). Psychomotor precision thus
encompasses two rf the ability constructs identified by Fleishman and his
associates, control precision and rate control (Fleishman, 1967).

Performan'"' on tracking tasks is very likely related to psychomotor
precision. Since tracking tasks are an important part of many Army MOS,
development of psychomotor precision tests was made a high priority. The
Fort Lewis computer battery included two measures of this ability.

Target Tracking Test 1

Target Tracking Test 1 was designed to measure subjects' ability to make
fine, highly controlled movements to adjust a machine control mechanism in
response to a stimulus whose speed and direction of movement are perfectly
predictable. Fleishman labeled this ability control precision. The Rotary
Pursuit Test (Melton, 1947) served as a model for Target Tracking Test 1.

For each trial of this pursuit tracking test, subjects are shown a path
consisting entirely of vertical and horizontal line segments. At the
beginning of the path is a target box, and centered in the box are
crosshairs. As the trial begins, the target starts to move along the path at
a constant rate of speed. The subject's task is to keep the crosshairs
centered within the target at all times. The subject uses a Joystick,
controlled with one hand, to control movement of the crosshairs.

Several item parameters vary from trial to trial. These include the
speed of the crosshairs, the maximum speed of the target, the difference
between crosshairs and target speeds, the total length of the path, the
number of line segments comprising the path, and the average amount of time
the target spends traveling along each segment. Obviously, these parameters
are not all independent; for example, crosshairs speed and maximum target
speed determine the difference between crosshairs and target speeds.

For the Fort Lewis battery, subjects were given 18 test trials. Three
of the 18 paths were duplicates (the paths for trials 15-17 were identical to
the paths for trials 1, 2, and 7). Ignoring these duplicates, the test was
constructed so that the trials at the beginning of the test were easier than
trials at the end of the test.

Test Characteristics. Table 11.15 presents data for Target Tracking
Test I based on the Fort Lewis pilot test. The 18 trials of the test
required 9.07 minutes to complete. Since all subjects received the same set
of paths, there was virtually no variability.

I4W
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Table 11.15

Target Tracking Test 1: Fort Lewis Pilot Test

.escriptive Characteristics -iean So Range

Time to Read Instructions (minutes) 1.20 .43 .33 - 3.09

Time to Complete Test (minutes) 9.07 .02 9.05 - 9.12

Total Test Time (minutes) 10.27 .43 9.42 - 12.17

Test scores Mean SD Rane Rxxa

Distanceb 1.44 ,45 .95 - 3.40 .97

r Spearman-Brown corrected split-half reliability for odd-even trials.

b Square root of the average within-trial distance (horizontal pixels) from
the center of the target to the center of the crosshairs, averaged across
all 18 trials (or items) on the test.

Test Scores. Two classes of measures were investigated; (a) tracking
accuracy and (b) improvement in tracking performance, based on the three
duplicate paths included in the test. Two tracking accuracy measures were
investigated, time on target and distance from the center of crosshairs to
the center of the target. Kelley. (1969) demonstrated that distance Is a more
reliable measure of tracking perfornmance than time on target. Therefore, the
test program computes the distance4 from the crosshairs to the center of
the target several times each second, and then averages these distances to
derive an overall accuracy score for that trial.

Subsequently, when the distribution of subjects' scores on each trial
was examined, it was found that the distribution was highly positively
skewed. Consequently, the trial score was transformed by taking the square
root of the average distance. As a result, the distribution of subjects,
scores on each trial was more nearly normal. These trial scores were then
averaged to determine an overall tracking accuracy score for each subject.

3The Compaq video screen is divided into 200 pixels vertically and 640
pixels horizontally, with each vertical pixel equivalent to 3 horizontal
pixels. All distance measures were computed in horizontal pixel units.
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Prior to the Fort Lewis test, it was expected that subjects' tracking
proficiency would improve considerably over the course of the test. That was
one of the reasons that Initial test trials were designed to be easier than
final test trials. However, analyses of the Fort Lewis data revealed that
subjects, performanCL on trials 1, 2, and 7 actually differed little from
their performance on trials 15-17. Therefore, it was decided that no measure
of improvement In tracking performance would be computed.

The internal consistency reliability cf the accuracy score was computed
by comparing mean accuracy scores for odd and even trials. The Spearman-
Brown corrected reliability was .97.

Four one-way analyses of variances were executed to determine how
tracking accuracy was affected by average segment lenoth, average time
required for the target to travel a segment, maximum crosshairs speed, and
difference between maximum crosshairs speed and target speed. All four item
parameters were significantly related to accuracy score, with crosshairs
speed accounting for the most variance and difference between target ane
crosshairs speed the least. All four parameters were highly Intercorrelated.

Modifications for the Fort Knox Field Test. Several changes were made
in the paths comprising this test for tRe Fort Knox fiele test. First, all
paths were modified so that each would run for the same amount of time (ap-
proximately .36 minute), The primary reason for this change was that the
program computes distance between the crosshairs and t&rget a set number of
times ea(;h second. If all paths run the same amount of time, then the al-
curacy measure for each trial will be based on the same number of distance
assessments.

Second, three Item parameters were identified to direct the format of
test trials: maximum crosshairs speed, difference between maximum crosshairs
speed and target speed, and number of path segments. Given these parameters
and the constraint that all trials run a fixed amount of time, the values of
all other item parameters (e.g., target speed, total length of the path) can
he determined. Three levels were identified for each of the three param-
eters. These were completely crossed to create a 27-item test. Items were
then randomly ordered. These procedures for item development should alievi-
ate previous problerms interpreting test results in light of correlated Item
parameters.

Third, in spite of these changes, which added 50% morc trials to the
test, testing time was actually reduced slightly (25 seconds less, it was
estimated), because of the standardization of trial time.

Target Shoot Test

The Target Shoot 'cst was modeled after several cumpensatory and pursuit
tracking tests used by the AAF in the Aviation .sychology Program (e.g., the
Rate Control rest). The distinsuishing feature of these tests is that the
target stimulus moves in a continuousiy changing and unpredictable speed and
direction. Thus, the subject must attempt to anticipate these changCs and
respond accordingly.
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"For the Target Shoot Test, a target box and a crosshairs appear in
different locations on the computer screen. The target moves about the
screen in an unpredi:table manner, frequently changing speed and direction.
The subject controls movement of the crosshairs via a Joystick. The
subject's task is to move the crosshairs into the center of the target, and
when this had been accomplished, to press a button on the response pedestal
to "fire" at the target. The subject's score on a trial is the distance from
the center of the crosshairs to the center of the target at the time the
subject fires. The test consists of 40 trials.

Several Item parameters were varied from trial to trial. These
parameters included the maximum speed of the crosshairs, the average speed of
the target, the difference between crosshairs and target speeds, the number
of changes in target speed (if any), the number of line segments comprising
the path of each target, and the average amount of time required for the
target to travel each segment. These parameters are not all independent, of
course. Moreover, the nature of the test creates a problem in characterizing
some trials since a trial terminates as soon 'as the subject fires at the
target. Thus, one subject may see only a fraction of the line segments,
target speeds, etc. that another subject sees.

Test Characteristics. Table 11.16 presents data based on the Fort Lewis
pilot test.

Test Scores. Three measures were obtained for each trial. Two were
measures of firing accuracy: (a) the distance from the center of the
crosshairs to the center of the target at the time of firing, and (b) whether
the subject "hit" or "missed" the target. The two were very highly
correlated, though the former provides quite a bit more information about
firing accuracy than the latter. Therefore, distance was retained as the
accuracy measure; distances were averaged across trials to obtain an overall
accuracy score. The third measure was a speed measure which represented the
time from trial onset until the subject fired at the target.

Split-half reliability across odd-even trials was computed for the two
* accuracy measures.

SChanges for Fort Knox. The test was not modified for the Fort Knox+•admlI nl TstrTati on,

Construct - Multillmb Coordination

The multilimb coordination construct refi*cts the ability to coordinate
the simultaneous movement of two or more limbs, This ability is general to
tasks requiring coordination of any two limbs (e.g., two hands, two feet, one
hand and one foot). The ability does not apply to tasks in which trunk
movement must be integrated with limb movements. It is most common in tasks
where the body is at rest (e.g., seated or standing) while two or more limbs
are in motion.

In the past, measures of multilimb coordination have shown quite high
validity for predicting Job and training performance, especially fur pilots
(Melton, 1947).
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Table 11.16

Target Shoot Test: Fort Lewis Pilot Test

Descriptive Characteristics Mean SD Range

Time to Read Instructions (minutes) 1.58 .61 .51 - 5.10

Time to Complete Test (minutes) 2.22 .23 1.81 - 3.29

Total Test Time (minutes) 3.80 .68 2.71 - 7.58

No. of Trials Without Firinga 2.77 3.97 0 - 40

Test Scores Mean SD Ranýe Rxxb

Distancec 2.83 .52 1.93 - 7.03 .93

Percent of Hitsa 58 13 0 - 83 .78

aOne subject failed to fire at any targets. Excluding this suibje.ct, mean,
SD, and range for number of trials without firing were 2.43, 1.78, and 0-8,
respectively; mean, SD, and range for percent of hits were 59, 12, and 13-83,
respectively.

bSpearman-Browmn corrected split-half reliability for odd-even trials.

cSquare root of the distance (horizontal pixels) from the center of the
target to the center of the crosshairs at the time of firing, averaged across
all trials in which the subject fired at the target. (There were a total of
40 trials or items on the test.)

Target TrackingJ Test 2
Target Tracking Test 2 is modeled after a test of multilimb coordination

developed by the AAF, the Two-Hand Cooridnation Test, which required subjects
to perform a pursuit tracking task. Horizontal and vortical movements of the
target-follower were controlled by two handles. Validity estimates of this
test for predicting AAF pilot trainin3 success were mostly in the .30s.

Target Tracking Test 2 is very similar to the Two-Hand Coordination
Test. For each trial subjects are shown a path consisting entirely of ver-
tical and horizontal lines. At the beginning of the path is a target box,
and centered in the box are crosshairs. As the trial begins, the target
starts to move along the path at a constant rate of speed. The subject man-
ipulates '.wo sliding resistors to control movement of the crosshairs. One
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resistor controls movement in the horizontal plane, the other in the vertical
plane. The subject's task is to keep the crosshairs centered within the
target at all times.

This test and Target Tracking Test I are virtually identical except for
the nrature of the required control manipulation. For Target Tracking Test 1
crosshairs movement is controlled via a joystick, while for Target Tracking
Test 2 crosshairs movement is controlled via the two sliding resistors. For
the Fort Lewis battery, the same 18 paths were used in both tests, and the
value of the crosshairs and target speed parameters was the same in both sets
of trials. The only other difference between the two tests was that subjects
were permitted three practice trials for Target Tracking Test 2.

Test Characteristics. The descriptive data are shown in Table 11.17.

Table N1.17

Target Shoot Test: Fort Lewis Pilot Test.

Descriptive Characteristics Mean SD hme

Time to Read Instructions (minutes) 3.58 .6A 2.39 - 6.38

Time to Complete Test (minutes) 9.09 .02 9.03 - 9.13

Total Test Time (minutes) 12.67 .68 11.50 - 15.48

Test Scores Mean SD R Rxxa

Distanceh 2..02 .64 0 - 4.01 .97

aSpearman-Brown corrected split-half reliability for odd-even trials.

bSquare root of the distance (horizontal pixels) from the center of the
target to the center of the crosshairs, averaged across all 18 trials (or
items) on the test.

Test Scores. The same score was used for this test as for Tracking Test
1; that Is, the square root of the average within-trial distance from the
center of the crosshairs to the center of the target, averaged across all
trials.
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Four one-way analyses of variance were executed to determine the effects
of average segment length, average time requ,'ed for the target to travel a
segment, maximum crosshairs speed, and difference between maximum crosshalrs
speed and target speed on tracking accuracy. All four item parameters were
significantly related to accuracy score, with crosshairs speed accounting for
the most variance and average segment length for the least. It should be
noted again that all four parameters were highly intercorrelated.

Modifications for the Fort Knox Field Test. Changes in Target Tracking
Test 2 for Fort Knox mirrored those made ?or-Target Tracking Test 1. Test
trials were changed completely, and the number of items was increased from 18
to 27. However, the items are not the same as those presented for Target
Tracking Test 1. This was expected to reduce the correlations between these
tests to some extent.

Construct - Number Operations

This construct involves the ability to perform, quickly and accurately,
simple arithmetic operations such as addition, subtractiono multiplication,
and division.

The current ASVA0 includes a itumerical operations test containing 50
very simple arithmetic problems with a 3-minute time limit. Because of low
Item difficulty dnd the speeded nature of the test, correlations with other
ASVAB subtests indicate that Numerical Operations Is most strongly related to
Coding Speed--a measure of perceptual speed and accuracy. The present
military-wide selection and classification battery, then, measures very basic
number operations abilities which appear very similar to perceptual speed andaccuracy abilities.

The test designed to assess number operations abilities was not com-
pleted prior to the Fort Lewis pilot test. Therefore, no data were available
to evaluate this measure prior to field testing.

Number Memory Test

This test was modeled after a number memory test developed by Dr.
Raymond Christal at AFHRL. The basic difference between the AFHRL test and
the Number Hemory Test concerns pacing of the number items. The former uses
machine-paced presentation, while the latter is self-paced. Both, however,
require subjects to perform simple number operations such as addition, sub-
traction, multiplication, and division and both involve a memory task.

In the Number Memory Test, subjects are presented with a single n,,mber
on the computer screen. After studying the number, the subject is Instructed
to push a buttor to receive the next part of the problem. When the subject
presses the button, the first part of the problem disappears and another
number, along with an operation term such as Add 9 or Subtract 6 then
appears. Once the subject has combined the first number with the second,
he or she must press a button to receive the third part of the problem.
Again, the second part of the problem disappears when the subject presses the
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button. This procedure continues until a solution to the problem is
presented. The subject must then indicate whether the solution prespnted is
true or false. An example number operation item appears below.

Item Set
+6
-3
x2
-4

Probe Is 16 the correct answer?

Response T F
White Blue

Test items vary with respect to number of parts--four, six, or eight--
.contained In the single item. Items also vary according to the delay between
item part presentation or interstimulus delay period. One-half of the items
include a brief delay (.5 se,:ond) while the other h3,f contain a lengthier
delay (2.5 seconds). The test contained 27 items.

This test is not a "pure" measure of number operations, sliice it also Is
designed to bring short-term memory into play.

As noted, the test was not administered at Fort Lewis. Analyses
planned for data from the Fort Kn'x field test administration included the
impact of item length (four, six, or eight) and interstimulus delay (.5
second or 2.5 seconds) on reaction time and percent correct, as well as
comparisons of mean reaction time scores for item parts requiring addition,
subtraction, multiplication, and division. These data will be used to
identify the measures for scoring subject responses.

Construct - Movement Judgment

Movement judgment Is the ability to judge the relative speed a•nd
direction of one or more moving objects in order to deternine whe,'e those
objects will be at a given point in time ana/or when those objects might
intersect.

Movpe'ient judgment was not one of the r.onstructs identified and targeted
for test development by the literature review or expert judgments. However,
a suggestion by Dr. Lloyd Humphreys, one of Project A's scientific advisors,

* and Job observations we conducted at Fort Stewart, Fort Bragg, Fort Bliss,
Fort Sill, and Fort Knox led us to conclude that movement judgment is
Potentially important for job performance in a number of combat MOS.

Cannon S.hoot Test

As part of its Aviation Psychology Program, ýhe AAF became interested in
motion, distance, and orientation judgment and instituted development of a
battery of motion picture and photograph tests (Gibson, 1941). Onn of these
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tests was the Estimate of Relative Velocities Test, a parer-ard-.pencil mea-
sure. Each trial consisted of four frames. In each frame, two airplanes
were shown flying along the same path in tho same direction. In each subse-
quent frame, the trailing plane edged nearer the lead plane. The subject's
task was to indicate on the final frame where the planes would intersect.
Validities of this test for predIcting pilot training success averaged ap-
proximately .16 (Gibson, 1947). The present test was designee' to test the
construct that seems to underlie the Estimate of Relative Velocities Test.

Tht, eannon Shoot Test measures ^ubjerts' ability to fire at a moving
target in such a way that the shell hits the target when the ,4rget crosses
the cannon's line of fire. At the ;,'ginning of each trial, a stationary
cannon appears on the video screen. "Fhe stirting position of this cannon
varies from trial to trial. The cannon is "capable" of firing d shell, which
trave1 at a constant speed or each trial. Shortly after the cannon appears,
a circular target moves onto the screen. This target moves in a constant
direction at a constant rat, o" speed throughout the trial, toough the speed
and direction vary from t-"ial to tria',. The subject's task is to push a
response butter to fire th• ,el1 so that the shell intersects the target
when the tUrget crosses the shell's line of fire.

Three parar.ettýrs determina the natujre of each test trial. The first is
the angle of the t.,rget movement relative to the position of the cannon- 12
different angles were used. Tho. second is the distance from the cannon to
the impact point (i,,e., the point at which the shell crosses the cannon's
line of fire); four different ditance values were used. The third parameter
was the distance from the, Impact point to the fire point (i.e., the point at
which the subject must fire the shell in order to hit the center of the
target); there were aioo rout values for this distance parameter. The last
two parameters determine the sFeed of the target--that is, given a fixed
shell speed, impact point, and fire point, the speed of the target is
establ ished.

If a completely crossed design had been used, it would have necessitated
a minimum of 192 trials (i.e., 12x4x4=192). Instead, a Latin square design
was employed, so the current version of the test includes only 48 trials.
Three measures are assessed on each trial: (a) whether the shell hits or
misses the target; (b) the distance from the shell to the center of the
target at the time the target crosses the impact point; and (c) the distance
fror, the center of the target to the fire point at the time the shell is
fired. The Fort Knox field test data will be analyzed to determine which of
thes2 three measures is ,ost reliable. This test was not administered at
"Fort Lewis.

Summary of Pilot Test Results for

Lomputer-Administered Tests

Table 11.18 shows the means, standard deviations, and split-half
reliabilities for 24 scores computed from eight computer tests administered
at the Fort Lewis pilot test, and Table 11.19 shows the intercorrelations
between computer test scores. Table 11.20 shows the correlations between
computer-administered test scores and cognitive paper-and-pencil test scores.
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Table 11.18

Means, Standard Deviations, and Split-Half Reliability Coefficients for
24 Computer Measure Scores Based on Fort Lewis Pilot Test Data (N - 112)

Split-Halfa
Mean SD Type of Test

SIMPLE REACTION TIME (10 Items)
Mean Decision Time (hs)b 29.25 8.10 .92
Mean Total Reaction Time (hs) 55.92 13.86 .94
Trimmed Standard Deviation (hs) 11.79 16.80 .66
Percent Correct 99 3 -. 01

CHOICE REACTION TIME (1 Items)
Mean Decision Time (hs) 36.78 7.75 .94
Mean Total Reaction Time (hs) 65.98 10.39 .91
Standard Deviation (hs) 8.92 3.75 .10
Percent Correct 99 3 -. 16

DIFFERENCE IN SIMPLE A CHOICE REACTION TIME
Decision Time (hs) 7.68 8.79 .86
Total Time (hs) 10.37 11.15 .79

SHORT-TERM MEMORY (50 Items)
Intercept (hs) 97.53 30.28 .84
Slope (hs) 7.19 6.14 .54
Percent Correct 90 10 .95
Grand Mean (hs) 119.05 29.84 .88

PERCEPTUAL SPEED & ACCURACY (80 Items)
Intercept (hs) 89.37 36.48 .85
Slope (hs) 33.14 9.78 .89
Percent Correct 87 8 .81
Grand Mean (hs) 294.22 57.13 .97

TARGET IDENTIFICATION (44 Items)
Mean Total Time (hs) 218.51 68.75 .97
Percent Correct 93 8 .78

TARGET TRACKING 1 (18 Items)
Mean Distance (m Vm pixe s)c 1.44 .45 .97

TARGET TRACKING 2 (18 Items)
Mean Distance (m mpiTixe_)s 2,01 .64 .97

TARGET SHOOT (40 Items) ,',___
Mean Total Distance (m ym pixels) 2.83 .52 .93
Percent "Hits" 58 13 .78

a Odd-even Item correlation corrected to full test length with the
Spearman-Brown formula.

b hs = hundredths of seconds.

c m Vmi/ xiels - mean of the square root of the mein distance from
target, computed across all trials.
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One concern we had prior to the Fort Lewis pilot test was the extent to
which computer measure scores would be affected by differences between test-
Ing stations (a testing station is one Compaq computer and the associated
response pedestal; six such testing stations were used at Fort Lewis). Re-
call that we mentioned in Section 1 that differences across testing appara-
tus and unreliability of testing apparatus had been a problem in Wlorld War II
psychomotor testing and thereafter. The recent advent of microprocessor
technology was viewed as alleviating such problems, at least to some degree.

We ran some analyses of variance to provide an initial look at the
extent of this problem with our testing stations. Thirteen one-way AIIOVAs
were run with testing stations as levels and computer test scores as the
dependent variables. We ran separate ANOVAs for white males and non-white
males in order to avoid confounding the results with possible subgroup dif-
ferences. Also, only five testing stations were used since one station did
not have enough subjects assigned to it.

Of the 26 ANOVAs, only I reached significance at .05 level, about what
would be expected by chance. Thlese results were heartening. One reason for
these results was the use of calibration software, which adjusted for the
idiosyncratic differences of each response pedestal, ensuring a more stan-
dardized test administration across testing stations.

The results of the Fort Lewis pilot test of the computer-adminIstered
measures in the Pilot Trial Battery were extremely useful. The results
showed very high promise for these measures. In addition, the soldiers liked
the test battery. Virtually every soldier expressed a preference for the
computerized tests compared to the paper-and-pencil tests. We thought there
were several resons for this: novelty- the game-like nature of several
tests; and the fact that the battery was, in large part, self-paced, allowing
each soldier to thoroughly understand the instructions and to work through
the battery at his or her own speed.

Field testing of the computer-administered measures is described in
Section 6.
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Section 5

DEVELOPMENT OF NON-COGNITIVE MEASURES

This section describes the non-cognitive measures developed for the
Pilot Trial Battery. All are paper-and-pencil measures and the inventories
are intended to assess constructs in the temperament, Interests, and life
history (biodata) domains.

The discussion of these scales is or,,ized around the two inventories
that were developed for Project A. The ABLE (Assessment of Background and
Life Experiences) contains Items that assess the important constructs of the
temperament and life history (biodata) domains. The AVOICE (Army Vocational
Interest Career Examination) measures relevant constructs pertaining to
vocational interests.

lcAll from Part II, Section 1, that the non-cognitive domain of
selecrion information was aefined and specified by a three-part strategy.
Firs., a comprehensive literature review was used to generate an exhaustive
list of potential non-cognitive indicators of relevant individual
differences. On the basis of professional staff judgments, the list was
reduced to a non-redundant list of variables. The existing validity evidence
was then summarized around this list of variables. A brief summary of those
results is presented in Tables 11.21, 11.22, and 11.23.

The second part of the strategy was to include the temperament and
biographical variables in the expert judgment forecasts of validity
coefficients described in Section 1. The predicted profiles of validity
coefficients for each temperament and biographical varijble were then
intercorrelated and clustered to generate a kind of higher order construct.

The third part of the strategy consisted of examining the empirical
covariation matrix generated by the temperament and biographical measures
that were included in the Preliminary Battery (i.e., the "off-the-shelf"
measures administered to the samples of new recruits in the four MOS in the
Preliminary Battery sample). Factor analyses of these data provided
additional guidance for how best to define the non-cognitive criterion space
in Project A.

All three sources of information were discussed at some length in a
series of meetings attended by the relevant project staff and members of the
Scientific Advisory Group. The result of these deliberations was an array of
constructs that were judged to be the best potential sources of valid
selection/classification information of a non-cognitive nature. The linkages
among the initial variable array, the constructs chosen for measurement, the
variables proposed to reflect them, and the forecasted predictor/criterion
correlations art: shown in Figure 11.17 (Hough, 1984).
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Table II.21

Summary of Criterion-Related Validities for Interest Inventories

Criterion Median r

Training .28

Job Proficiency .27

Job Involvement .30

Table 11.22

Summary of Criterion-Related Validities for Biographical Inventories

Criterion Median r

Training .24

Job Proficiency .32.

Job Involvement .29

Unfavorable Military Dischange .27

Substance Abuse .26

Delinquency .20
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Experts'
Variables Initially Predicted Correlations

.Proposed for PIlot with Best Appropriate

Preliminary Battery Virlables Literature Review Trial Battery Cluster of Army Criteria

Stress Reattion.. ....

Social Cunfidence.- r.Self.Esteem (S)* .24 (Personal Interaction)Sib1 !A9 Harmony'. .... - A djustment------ ('•.24 jCommitment) acin

I enepmden e d tý'. t mottioial Stability (P) .24 (Personal Interaction)

Antecedents Of Sol F-Estat --Parental CIoseness ..
AgreeablelnisS/----.--Cooperativel5s (P) .27 (Commitment, Discipline)

Socaliatin oscintiulna r32(Commitment, D is ln)

3 o nzaol .....j7 abil ity--..-Traditional Values I() ;-.33 29 Commitment, Disciplin

5n1 _ -ondelinquency (N) .37 Commitment, Discipline

Ac adietc AChlevtMeet-.
Aca•dam, Conftden-i..-. chlevomant .. ... Uork Orientation (0) ru.37 r,40 (Initiative, Effort)

Positive Academi cAtt d L'.33 (Comitment: Discipline)
S~~Effort . .

Locus of Control -- Locus of Control----Locus of Control (0) .32 (Initiative, Effort)

Athlotic/Sports Pfrtictpat1o n--- Involvement in

Physical Conditio • - I Conditlo t-Athli•ocs (T) .39 (Physical Combat)
Athletic Intermits, and Physical

Cond tionimg

Energy Level (T) .3 (Init,•aive, Effort)

Soial Phta Y " otan f . -Dominance (S) .18 (Pprsonal Interaction)

Social Poteno •J"

Social Activity-77 Sociability (Q) .20 (Personal Interaction)

Teacher/Couniel o ofIoilIneet 0
Social Tntret - ocial nterrests ()

food Sarvlge-.

Vocational/Tech. Activities-
Mechanics .
Heavy Constructio _______
11krksmonstr- :tol. B''"J iltl tt- - .peultstic Interests WN

Electronics- Interests

Outdoors
Agriculture
Law Enforcement-
Cr8 ftsro,;n

Sc enca
Scientific Interests
Reading/Intellectual Interests--Investigative Investigative Interests (U)
Medical Service Interests
Mathematlc3
Automated Data Processing
Drafting

Enterprising Enterprising Interests (A)

Interests

Ae.J X Artistic Artistic Interests (H)
Interests

Audtographitcs

Office Admintstratlon onventional ronventional Interests (M)
Interest Nnte: From Hough (Igw.).

Letters in parentheses indicate predictor cluster.

Figure 11.17. Linkages between literature review, expert judgments, and
Preliminary and Trial Battery on Non-Cognitive Measures.
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Description of ABLE Constructs/Scales

Following the identification of the construct array, item writing groups
were created and items were written, revised, edited, and arranged into
specific temperament and biographical scales that were intended to be valid
measures of the chosen constructs. After this initial phase of item writing,
revision, and scale creation, 11 substantive scales and four response bias
scales were produced. Table II;24 lists the seven constructs initially
chosen for measurement via the ARLE, the 11 scales subsequently developed to
represent them, and four validity scales developed by Project A.

Table 11.24

Temperament/Biodata Scales (by Construct) Developed for Pilot Trial Battery:
ABLE - Assessment of Background and Life Experiences

Construct Scale

Adjustment Emotional Stability

Dependability Nondel i nquency
Traditional Values
Conscientiousness

Achievement Work Orientation

Self-Esteem

Physical Condition Physical Condition

Leadership (Potency) Dominance
Energy Level

Locus of Control Internal Control

Agreeableness/Likeability Cooperativeness

Response Validity Scales Non-Random Response
Unlikely Virtues (Social Desirability)
Poor Impression
Sel f-Knowl edge

We now discuss, in turn, each construct and the scales developed to
measure that construct. The description of the number of items on each scale
refers to the Fort Campbell pilot test version.
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Adjustment

Adjustment is defined as the amount of emotional stability and stress
tolerance that one possesses. The well-adjusted person is generally calm,
displays an even mood, and is not ovErly distraught by stressful situations.
He or she thinks clearly and maintains composure and rationality in
situations of actual or perceived stress. The poorly adjusted person is
nervous, moody, and easily irritated, tends to worry a lot, and "goes to
pieces" in times of stress.

The scale included under the Adjustment construct is called Emotional
Stability. Emotional Stability is a 31-item scale that contains 4 tems such
as "Have you ever felt sick to your stomach when you thought about something
you had to do?" and "Do you handle pressure better than most other people?'
The scale is designed to assess a person's charkacteristic affect and ability
to react to stress.

Dependabil1ty

The Dependability construct refers to a person's characteristic degree
of conscientiousness. The dependable person is disciplined, well-organized,
planful, respectful of laws and regulations, honest, trustworthy, wholesome,
and accepting of authority. Such a person prefers order and thinks before
acting. The less dependable person is unreliable, acts on the spur of the
moment, and is rebellious and contemptuous of laws and regulations. Three
ABLE scales fall under the Dependability construct--Nondelinquency,
Traditional Values, and Conscientiousness.

Nondelinquency is a 24-item scale that assesses how often a person has
violated rules, laws, or social norms. It includes items such as 'How often
have you gotten into fights?", "Before Joining the Army, how hard did you
think learning to take orders would be?", and "How many times were you
suspended or expelled frGm high school?"

Traditional ValuE;, a 19-item scale, contains item; such as "Are you
miore strict about right and wrong than most people your age?" and "People
should have greater respect for authority. Do you agree?" These items assess
how conventional or strict, a person's value system is, and how much
flexibility he/she has in this value system.

Consientiousness, the third Dependability scale, includes 24 items.
This scale assesses the respondent's degree of dependability, as well as the
tendency to be organized and planful. Items include: "How often do you keep
the promises you make?", "How often do you act on the spur of the moment?",
and 'Are you more neat and orderly than most people?"

Achievement

The Achievement construct is deFined as the tendency to strive for
competence in one's work. The achievement/work-oriented person works hard,
sets high standards, tries to do a good job, endorses the work ethic, and
concentrates or and persists in completion of the task at hand. This person
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is also confident, feels success from past undertakings, and expects to

succeed in the future. The person who is less achievement-oriented has
little ego involvement in his or her work, feels incapable and self-doubting,
does not expend undue effort, and does not feel that hard work is desirable.

Two scales fall under the Achievement construct, including a 31-item
scale entitled Work Orientation. This scale addresses how long, hard, and
well the respondent typically works and also how he or she feels about work.
Among the scale items are these: "How hard were you willing to work for good
grades in high school?" and "How important is your work to you?"

The other scale pertaining to Achievement is called Self-Esteem, a
16-item scale that measures how much a person believes in him/herself and how
successful he or she expects to be in life. Items from this scale include:
"Do you believe you have a lot to offer the Army?" and "Has your life so far
been pretty much a failure?"

Physical Condition

The optimal way to establish physical condition is, of course, to
administer physical conditioning tests. However, since such a program was
not a part of the trial battery, it was decided to ask self-report questions
pertaining to perceived physical fitness levels.

The Physical Condition construct refers to one's frequency and degree of
participation in sports, exercise,'and physical activity.

The scale developed to tap this construct includes 14 items that measure
how vigorously, regularly, and well the respondent engages in physical
activity. Sample items are "Prior to Joining the Army, how did your physical
activity (work and recreation) compare to most people your age? ' and "Before
Joining the Army, how would you have rated your performance in physical
activities?"

Leadership (Potency)

This construct is defined as the degree of impact, influence, and energy
that one displays. The person high on this characteristic is appropriately
forceful and persuasive, is optimistic and vital, and has the energy to get
things done. The person low on this characteristic is timid about offering
opinions or providing direction and is likely to be lethargic and
pessimistic.

Two ABLE scales, Dominance and Energy Level, are associated with the
leadership construct. Dominance is a 17-item scale that includes such items
as "How confident are you when you tell others what to do?" and "How often do
people turn to you when decisions have to be made?" The scale assesses the
respondent's tendency to take charge or to assume a central and public role.

The Energy Level scale is designed to measure to what degree one Is
energetic, alert, and enthusiastic. This !cale includes 27 items, such as
these: "no you get tired pretty easily?", "At what speed do you like to
work?", and "Do you enjoy just about everything you do?"
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Locus of Control

Locus of Control refers to one's characteristic belief in the amount of
control he or she has or people hav2 over rewards and punishments. The
person with an internal locus of control expects that there are consequences
associated with behavior and that people control what happens to them by what
they do. Persons with an external locus of control believe that what happens
is beyond their personal control.

The ABLE Internal Control scale is a 21-item scale that assesses both
internal and external control, primarily as they pertain to reaching success
on the job and in life. The following are example items: "Getting a raise
or a promotion is usually a matter of luck. Do you agree?" and "Do you
believe you can get most of the things you want if you work hard enough for
them?"

Agreeableness/Likeabl 1ity

The Agreeableness/Likeability construct is defined as the degree of
pleasantness versus unpleasantness exhibited in interpersonal relations. The
agreeable and likeable person is pleasant, tolerant, tactful, helpful, not
defensive, and generally easy to get along with. His or her participation in
a group adds cohesiveness rather than friction. The relatively disagreeable
and unlikeable person Is critical, fault-finding, touchy, defensive,
alienated, and generally contrary.

The ABLE Cooperativeness scale is composed of 28 items intended to
assess how easy it is to get along with the person making the responses.
Items include: "How often do you lose your temper?", "Would most people
describe you as pleasant?", and "How well do you accept criticism?"

Validity Scales

The primary purpose of these scales is to determine the validity of
responses, that is, the degree to which the responses are accurate depictions
of the person completing the inventory. Four validity scales are included:
Non-Random Response, Unlikely Virtues, Poor Impression, and Self-Knowledge.

Non-Rdndom Respon3e. The response options for this scale are composed
of one right answer, scored as one, and two response options that are both
wrong and are both stored zero. The content asks about information that any
person is virtually certain to know. Two of the eight items from the
Non-Random Response scale are:

"The branch of the military that deals most with airplanes Is the:

i. Military Police
2. Coast Guard
3. Air Force"

II-g96
i, 1



"Groups of soldiers are cailed:

1. Tribes

2. Troops

3. Weapons"

Thte intent of this scale is to detect those respondents who cannot or
are not reading the questions, and ar. instead randomly filling in the
circles on the answer sheet.

Unlikely Virtues. This scale is aimed at detecting those who respond in
a socially desirable manrer (i.e., "fake good"). There are 12 items, such
as: "Do you sometimes wish you had more money?" or "Have you always helped
people without even the slightest bit of hesitation?"

Poor Impression. This scale does not reflect psychopathology but rather
an attempt to simuate psychopathology. Persons who attempt to "fake bad"
receive the most deviant scores, while psychiatric patients score average or
slightly higher than average. Thus, this scale is designed to detect those
respondents who wish to make themselves appear emotionally unstable when in
fact they are not.

The Poor Impression scale has 23 items, most of which are also scored on
another substantive ABLE scale. Items include "Hvw much resentment do you
feel when you don't get your way?", "Did your 1,1,h school classmates consider
you easy to get along with?", and "How often ',: u keep the prom- ises that
you make?" The response option scored as I is tne option that indicates the
least social desirability.

Self-Knowledge. This 13-item scale is intended to identify peop'. who
are nmor- se-l-raware, more insightful, and more likely to have accurate per-
ceptions about themselves. The responses of persons high on this scale may
have more validity for predicting job criteria. The following are Items from
the Self-Knowledge scale,: "Do other people know you better than you know
yourself?" and "How often do you think about who you are?"

ABLE Revisions Based on Pilot Test Results

* The non-cognitive inventories were pilot tested at two of the three
pilot test sites. Revision of the ABLE took place in three steps. The first
was editorial revision prior to pilot testing, the second was based in Fort
Campbell results, and the third was based on Fort Lewis findings. The edi-
torial changes prior to pilot testing were made by the research staff acting

*, on suggestions from both sponsor and contractor reviews of the instruments.

The changes resulting from the first editorial review consisted of the
deletion of 17 items and the revision of 158 items. The r',visions largely
consisted of rinor changes in wording, resulting In more consistency across
items in format, phrasing, and response options.

I,
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Fort Campbell Pilot Test

When the inventory was administered at Fort Campbell, the respondents
raised very few criticisms or concerns about the APLE. Several subjects die
note the redundancy of the items on the Physical Condition scale, and this
14-item scale was shortened to 9 items.

Item analyses were based on the data from 52 of the 56 Fort Campbell
subjects. The four excluded were two who had more than 10% missing data and
two who answered fewer than seven of the eight Non-Random Response scale
items "correctly." The two statistics that were examined for each ABLE item
were its correlation with the total scale on which it is scored and the en-
dorsement frequencies for all of its response options. Items that failed to
correlate at least .15 in the appropriate direction with their respective
scales were considered potentially week. Items (other than validity scale
items) for which one or more of the response options was endorsed by fewer
than two subjects (i.e., <4% of the sample) were also identified. Six items
fell into the former category and 68 items fell into the latter, and an ad-
ditional 7 items fell into both. Many of these 81 items had already been
revised or deleted during the editorial process. However, all of them were
examined for revision and deletion, as appropriate. As a result, 15 items
were revised for the first time, 18 items were further revised, and 6 ad-
ditional items were deleted.

In summary, a total of 23 items were deleted and 173 items revised on
the basis of the editorial review and Fort Campbell findings. Those items
that were deleted were those that did not "fit well" either conceptually or
statistically, or both, with the other items in the scale and with the con-
struct In question. If the item appeared to have a "good fit" but was not
clear or did not elicit sufficient variance, it was revised rather than
deleted. The ABLE, which had begun at 291 items, was now a revised 268-item
inventory to be administered at Fort Lewis.

Fort Lewis Pilot Test

The ABLE was completed by 110 soldiers during the pilot testing at Fort
Lewis. One of the 118 inventories was deleted from analysis because data
were missing for more than 10% of" the items, and another 11 inventories were
deleted because fewer than seven of the eight lion-Random Response scale items
were answered "correctly." Thus, the remaining sample size was 1C6.

Item response frequency distributions were examined to detect items with
relatively little discriminatory power. There were only three items where
two of the three response choices were endorsed by less than 10% of the
sample (not including validity scale items). After examining the content of
these three items, it was decided to leave two of them intact, and delete
one. Twenty items were revised because one of the three response choices wasendorsed by less than 10% of the sample.

Overall, the inventory appeared to be functioning well and only minor
revisions were required. On the following pages, the psychometric data
obtained during the two pilot tests are presented.
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Scale Statistics and Intercorrelations

Table 11.25 presents means, standard deviations, mean Item-total
correlations, and Hoyt internal consistency reliabilities for each ABLE scale
in each of the two pilot samples. In Table 11.26 the scale intercorrelations
are shown, except for the Non-Random Response and Poor Impression validity
scales. It is interesting to note the low correlations between the Unlikely
Virtues scale, which is an indicator of social desirability, and the other
scales. This finding, although based on small samples, suggests that
soldiers were not responding only in a sociAlly desirable fashion, but were
instead responding honestly.

Table 11.25

ABLE Scale Staatistics for Fort Campbell and Fort Lewis Pilot Samplesa

Mean
No. ttem-Total Hoyt

Items ean Crjolsion Rol la Iiy

ADJUSTMENT

Emotional Stability 31 30 72.0 $9.0 9.1 .8.6 .47 .46 .87 .,87

DEPENDABILITY

Nondolinquericy 24 26 66.9 69.1 6.3 6.3 .40 .40 .80 .78
Traditional Values 19 16 43.8 32.4 4.8 4.3 .39 .41 .73 .67
Conscientiousness 24 21 58.0 50.2 6.8 5.3 .41 A4 .e0 175

ACH IEVEMENT

Work Orientation 31 27 7465 6.1.9 8.0 7.8 .42 .48 84 .86
Self-Esteem 16 15 37.4 34.9 6.0 4.7 .54 .62 .84 .80

LEADERSHIP (POTENCY)

Dominance 17 16 37.7 36.6 6.0 6.1 .53 .57 .78 .86
Ene.rgy Level 27. 26 61.3 59.3 7.2 7.4 .46 .52 .85 .88

LOCUS OF CONTROL

Internal Control 21 21 51.0 49.9 6.3 6.3 .46 .46 .84 .80

AGREEABLENESS/LIXEAUILITY

Cooperativeness 28 25 63.8 56.4 7.0 6.7 .39 .43 .82 .81

PHYSICAL CONDITION

Physical Condition 14 9 43.1 31.3 9.7 7.0 .66 .73 .92 .87

ABLE Validity Scales

Non-Random Response 8 8a- 7.65 .7 -- .43
Unlikely Virtues 12 12 18.0 16.6 3.2 3.5 .38 .48 .37 .71
5elf-Knowledge 13 13 31.4 29.8 3.7 4.0 .43 .46 .61 .71

a Column A Indicates Fort Campbell (N 52) and Column 8 Fort Lewis (N *106).
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In addition to the ABLE, four well-established measures of temperament
had been administered to 46 Fort Campbell soldiers to serve as marker vari-
ables. They were the Socialization scale of the California Psychological
Inventory, Rotter's Locus of Control scale, and the Stress Reaction scale and
Social Potency scale of the Differential Personality Questionnaire. The four
scales had also been used earlier as part of the Preliminary Battery tempera-
ment inventory, known as the Personal Opinion Inventory (POI).

From a total of 46 soldiers completing the instruments, the responses of
38 were used to compute correlations between ABLE scales and the markers.
Results are shown in Table 11.27. While these results are based on a small
sample, they do indicate that the ABLE scales appear to be measuring the con-
structs they were intended to measure.

TABLE 11.27

Correlations Between ABI.E Constructs and Scales and Personal Opinion
Inventory (POI) Marker Varlablesa: Fort Campbell Pilot Test

POI Scale

Rotter
DPQ Stress DPQ Social Locus of CPI

ABLE Construct Reaction Potency Control Socialization

Emotional Stability .32 .30 .32

Dominance -. 24 =-.18 .22

Internal Control -. 32 .26 .60

Nondelinquency -. 34 .10 .32 62

a "Marker" correlatlons are indicated by a box.
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Using the Fort Lewis data (N = 106) the correlation matrices for the le
ABLE substantive scales were factor analyzed, both with and without the
social desirability variance. Principal factor analyses were used, with
rotation to simple structure by varimax rotation. Both factor matrices
appear in Table 11.28.

The structure of the temperament and biodata domain, as measured by the
ABLE during the pilot tests, could not be specified with certainty due to the
relatively small pilot test sample upon which the correlational and factor
analyses were run. The larger Concurrent Validation samples will provide
more definitive information. The scales do, however, appear to be measuring
the same content as the marker variables that were a part of the Personal
Opinion Inventory (Preliminary Battery). The internal consistency rellabil-
ities and score distribution of the ABLE scales are more than adequate.

Description of Interest (AVOICE) Constructs/Scales

The seminal work of John Holland (19G6) has resulted in widespread
acceptance of a six-construct, hexagonal model of interests. Our principal
problem in the development and testing of an interests measure was not which
constructs to measure, but rather how much emphasis should be devoted to the
assessment of each.

The interest inventory used in the Preliminary Battery is called the
VOICE (Vocational Interest Career Examination), and was originally developed
0b the U.S. Air Force. This inventory served as the starting point for the
AVOICE (Army Vocational Interest Career Examination). The intent for the
AVOICE was to measure all six of Holland's constructs, as well as provide
sufficient coverage of the vocational areas most important in the Army.
Table II.29 shows the six interest constructs assessed by the AVOICE together
with their associated scales. The Basic Interest item, one of which is
written for each Holland construct, describes a person with prototypic in-
terests. The respondent indicates how well this description fits him/her.

In addition to the Holland constructs and associated scales, the AVOICE
also included six scales dealing with oroanizational climate and environment
and an expressed interests scale. Table 11.30 shows these variables and
asociated measures.

As used in the pilot testing, the AVOICE included 306 items. 'early all
items were scored on a five-point scale that ranged from "Like Very Much"
(scored 5) to "Dislike Very Much" (scored 1). Items in the Expressed In-
terests scale were scored on a three-point scale in which the response
options were different for each item, yet one option always reflected the
most interest, one moderate interest, and one the least interest.

Each construct/category and the scales developed for it are now
discussed in turn.
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TABLE 11.28

Varimax Rotated Principal Factor Analyses of 10 ABLE Scales:
Fort Lewis Pilot Test

Five-Factor Solution
With Social Desirability Variance Included

ABLE Scale I II. III IV- V

Dominance r .15 .16 .00 .21

Energy Level .45 .19 .32 .22

Self-Esteem M. .13 .22 .30 .27

Internal Control .33 rM .15 .44 .29

Traditional Value .18 .M29 .22 .10

Nondelinquency .09 .50 .41 .09

Conscientiousness .40 .34 .14 .16

Work Orientation .57 .25 .15 .24

Emotional Stability .33 .11 .02 .43

Cooperativeness .08 .30 .21 M .22

Five-Factor Solution
With Social Desirability Variance Partialed Out

Dominance ..15 .23 -. 03 .18

Energy Level .39 .18 ..13 .36

Self-Esteem ..12 .3z .24 .19

Internal Control .31 M .34 .40 .14

Traditional Values .17 r .10 .17 .18

Nondelinquency .08 ..06 .40 .42

Conscientiousness .40 .37 .11 .11

Work Orientation .57 .27 .22 .13 TM

Emotional Stability .30 .08 r .35 .06

Cooperativeness .06 .31 .26 .,13
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Table 11.29

Holland Basic Interest Constructs, and Army Vocational Interest Career
Examination (AVOICE) Scales Developed for Pilot Trial Battery

Construct Scale

Realistic Basic Interest Item
Mechanics
Heavy Construction
Electronics
Electronic Communication
Drafting
Law Enforcement
Audiographics
Agriculture
Outdoors
Marksman
Infantry
Armor/Cannon
Vehicle Operator
Adventure

Conventional Basic Interest Item
Office Administration
Supply Administration
Food Service

Social Basic Interest Item
Teaching/Counseling

Investigative Basic Interest Item
Medical Services
Mathematics
Science/Chemical
Automated Data Processing

Enterprising Basic Interest Item L
Leadership

"Artistic Basic Interest Item
Aesthetics
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Table 11.30

Additional AVOICE Measures: Organizational Climate/Envlronmeilt
and Expressed Interest Scales

Construct Scale

.Achievement (Org. Climate/Environment) Achievement
Authority
Ability Utilization

Safety (Org. Climate/Envlronment) Organizational Policies and
Procedures

Supervision - Human Resources
Supervision - Technical

Comfort (Org. Climate/Environment) Activity
Variety
Compensation
Security
Working Conditions

Status (Org. Climate/Environment) Advancement
Recognition
Social Status

Altruism (Org. Climate/Environment) Co-Workers
Moral Values
Social Services

Autonomy (Org. Cllmate/Environment) Responsibility
Creativity
Independence

Expressed Interests Expressed Interests

kcalistic Interest3

This construct is defined as a preference for concrete and tangible
activities, characteristics, and tasks. Persons with realistic interests
enjoy and are skilled in the manipulation of tools, machines, and animals,
but find social and educational activities and situations aversive. Realis-
tic Interests are associated with occupations such as mechanic, engineer, and
wildlife conservation officer, and negatively associated with such occupa-
tions as social worker and artist.
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The Realistic construct is by far the most thoroughly assessed of the
six constructs tapped by the AVOICE, reflecting that the preponderance of
"work in the Army is of a Realistic nature. Fourteen AVOICE scales are
included, in addition to the Basic Interest item.

Conventional Interests

Conventional Interests refer to one's degree of preference for well-
ordered, systematic, and practical activities and tasks. Persons with con-
ventional interests may be characterized as conforming, not overly imagina-
tive, efficient, and calm. Conventional Interests are associated with
occupations such as accountant, clerk, and statistician, and negatively
associated with occupations such as artist or author.

in addition to the Basic Interest item, three scales fall under the Con-
ventional Interests construct, Office Administration, Supply Administration,
and Food Service. They have, respectively, 16, 13, and 17 items.

Social Interests

Social Interests are defined as the amount of liking one has for social,
helping, and teaching activities and tasks. Persons with social interests
may ba characterized as responsible, idealistic, and humanistic. Social
interests are associated with occupations such as social worker, high school
teacher, and speech therapist, and negatively associated with occupations
such as mechanic or carpenter.

Besides the Basic Interest item, only one scale is included in the
AVOICE for assessing Social Interests, the Teaching/Counseling scale. This
70-1tem scale includes items such as "Give on-the-job training," "Organize
and lead a study group," and "Listen to people's problems and try to help
them."

Investigative Interests

This construct refers to one's preference for scholarly, intellectual,
and scientific activities and tasks. Persons with investigative interests
enjoy analytical, ambiguous, and independent tasks, but dislike leadership
and persuasive activities. Investigative Interests are assoclatad with such
occupations as Wstronomer, biologist, and mathematician, and negatively
associated with ociupations such as salesman or politician.

Along with the Basic Interest item, Medical Services, Mathematics,
Science/Chemical, and Automated Data Processing -re the four AVOICE scales
that tap Investigative Interests. The scales differ In length, with Medical
Services containing 24 items; Mathematics, 5; Science/Chemical, 11; and
Automdted Data Processing, 7.
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Enterprising Interestsi

The Enterprising construct refers to one's preference for persuasive,
assertive, and leadership activities and tasIs. Persons with enterprising
interests may be characterized as ambitious, dominant, sociable, and
self-confident. Enterprising Interests are associated with such occupatios
as salesperson an,! business executive, and negatively associated witn
occupations such as biologist or chemict,

Besides the Basic Interest item, only one AVOICE scale assesses the
respondpnt's Enterprising Interests. This scale, entitled Leadership,
contains six items.

Artistic Interests

This final Holland construct Is defined as a person's degree of liking
for unstructured, expressive, and ambiguous activities and tasks. Persons
with artistic interests may be characterized as intuitive,, Impulsive,
creative, and non-conforming. Artistic Interests are associated with such
occupations as writer, artist, and composer, and negatively associated with
occupations such as accountant or secretary.

In addition to the Basic Interest item, the AVOICE Aesthstics .cale is
designed to tap Artistic Interests, and includes five items.

Organizational Climate/Environment

Six constructs that pertain to a person's preference for certain types
of work environments and conditions are assessed by the AVOIrE through 20
scales of two items each. These environmental constr,•-ts include
Achievement, Safety, Comfort, Status, Altruism, and Autonomy'. Tli,,; items that
assess these constructs are distributed throughout the AVOICE, and are
responded to in the ýame manner as the interests items, that is, "Like Very
Much" to "Dislike Very Much."

Because the scales contain only two items each and for ease of presenta-
tion, Figure 11.18 shows the constructs, scales, and an item from each srnle,.

Expressed Interests

Although not a psychological cnnstruct, e!pressed Interests were
included in the AVOICE because of the extensive research showing their
validity in criterion-relited stuoies. These studies had measured expressed
interests simply by asking respondents what occupation or occupational area
was of most interest to them. In the AVOICE, such an open-ended question was
not feasible, so insta~d respondents were asked how confi ent they were that
their chosen Job in the Army was the right one for chem.
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Construct/Suale Example

Achievement

Achievement "Do work that gives a feeling of accomplishment."
Authority "Tell others what to do on the job."
SAbility

Utilization "f lake full use of your abilities."

Safety

Orqanizational
Policy "A job in which the rules are not equal for everyone."

Supervision -
Human Resources "Have a boss that supports the workers."

Supervision -
Technical "Learn the job on your own."

Comfort

Activity "Work on a job that keeps a person busy."
Variety. "Do something different most days at work."
Compensation "Earn less than others do."
Security "A job with steady employment."
Working Conditions "Have a pleasant place to worK,"

Status

Advwricement "Be able to be promoted quickly."
Recognition "Receive awards or compliments on the Job."
Social Status "A job that does not stand out from others."

Altruism

Co-workers "A job in which other employees were hard to get to
know."

Moral Values "Have a job that would not bother a person's conscience."
Social Services "Serveo others through your work."

Autonomy

Responsibility "Have work decisions made by others."
Creativity "Try out your own ideas on the Job."
Independence "Work alone."

Figure 11.18. Organizational climate/environment constructs, scales within
constructs, and an item from each scale.
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This Expressed Interests scale contained eight items which, as men-
tioned, had three response options that formed a continuum of confidence in
the person's occupational choice. Selected items from this scale include:
"Before you went to the recruiter, how certain were you of the job you wanted
in the Army?", "If you had the opportunity right now to change your job in
the Army, would you?", and "Before enlisting, how long were you interested in
a particular Army job?"

AVOICE Revisions and Scale Statistics Based on Pilot Tests

Revisions were made in the AVOICE on the basis of pilot administrations
at Fort Campbell and Fort Lewis. Overall, the revisions made were far less
substantial for the AVOICE than for the ABLE. Editorial review of the Inven-
tory, together with the verbal feedback of Fort Campbell soldiero, resulted
in revision of 15 items, primarily minor wording changes. An additional five
items were modified because of low item correlations with the total scale
score in the Fort Campbell data. No items were deleted based on editorial
review, verbal feedback, or item analyses.

In the Fort Lewis pilot test, no revisions or deletions were made to the
AVOICE items. Item response frequencies were examined to detect items that
had relatively little discriminatory power; that is, three or more of the
five response choices received less than 10% endorsement. There were only
two such items, and, upon examination of the item content, it was decided not
to revise these. Thus, a total of only 20 AVOICE items were revised based on
editorial review and pilot testing.

At Fort Campbell a total of 57 soldiers completed the AVOICE, with 55
providing sufficient data for analysis. For the Fort Lewis data the re-
sponses of 4 of 118 soldiers were eliminated for exceeding the missing data
criterion (10%), resulting in an analysis sample size of 114. Scale sta-
tistlcs for this larger sample are shown in Table 11.31. Reliabilities are
again excellent.

AVOICE scale means and standard deviations were also calculated sep-
drately for males and females and for blacks and whites, but the sample sizes
are very small and these data are best viewed as exploratory only. As would
be expected on the basis of previous research, there are differences between
the sexes in mean score on certain interest scales (Table 11.32). Scales
such as Miechanics and Heavy Construction show higher scores for males than
females. On the majority of the scales, however, the differences are less
pronounced. Differences between blacks and whites are quite small and those
tables are not shown.
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Table 11.31

AVOICE Scale Statistics for Total Group: Fort Lewis Pilot Test (N a 114)

Mean
No. Itein-Totol Hoyt

AVOICE Scale Izems Mean SD Correlation Reliability

REALISTIC

Basic Interest Item 1 3.09 1.17 - --

Mechanics 16 53.02 13.13 .73 w94
,Heavy Constructinn 23 72.57 15.64 .62 .92

Electronics 20 63.94 16.86 ,7• .96
Electronic Communic~tion 7 21.44 5.73 .73 .85
Drafting 7 22.62 6.11 .76 .87
Law Enforcement 16 50.82 11.33 .63 .89
Audiograpntcs 7 24.30 5.12 .69 .81
Agriculture 5 15.24 3.62 .61 .58
Outdoors 9 33.09 6.25 .62 .80
Marksman 5 16.57 4.48 .79 ,84
Infantry 10 31.04 7.26 .64 .84
Armor/Cannon 8 23.46 6.15 .67 .83
Vehicle Operator 10 30.45 7.10 .65 .84
Adventure 8 18.84 3.60 .57 .72

CONVENTIONAL

Basic Interest Item 1 3.00 .92 ....
Office Administrat i on 16 45.39 12.61 .72 94
Supply Administration 13 36.97 9.65 .71 .92
Food Servlcu 17 43,46 10.53 .59 .89

"SOCIAL

Basic Interest Item 1 3.25 1.03 ....
Teaching/Counseling 7 23.61 5.20 .71 .83

INVESTIGATIVE

Basic Interest Item 1 3.09 .9b --..
Medical Services 24 71.32 16.65 .66 .94
Mathematics 5 15.82 4.20 .75 .80
Science/Chemical 11 30.29 8.41 .68 .88
Automated Data Processing Y 24.29 5.78 .74 .86

ENTERPRISING

Basic Interest Item 1 3.11 1.13 .. I.

Leadership 6 20.71 4.41 .72 .81

(Continued) r
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Table 11.31 (Continued)

AVOICE Scale Statistics for Total Group: Fort Lewis Pilot Test (N - 114)

Mean
No. Item-Total Hoyt

AVOICE Scale Items Mean SD Correlation Reliability

ARTISTIC

Basic Interest Item 1 2.99 1.27 -- m.

Aesthetics 5 14.73 4.12 .74 o79

ORGANIZATIONAL CLIMATE/
ENVIRONMENT DIMENSIONS

Achievement 6 21.09 2.95 ....
Safety 6 21.64 3.20 ..
Comfort 10 38.50 3.83 ....
Status 6 21.37 2.97 ....
Altruism 6 21.67 3.28 ....
Autonomy 6 20.46 2.33 --..

EXPRESSED INTEREST 8 15.71 3.19 .59 .66

_.$4.
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Table 11.32

AVOICE Means and Standard Deviations Separately for Males and Females:
Fort Lewis Pilot Test

Males Females
(N a 87) (N 19)

AVOICE Scale Mean SD Mean SO

REALISTIC

Basic Interest Item 3.24 1.13 2.35 1.11
Mechanics 54.93 12.51 44.05 12.28
Heavy Construction 75.31 13.24 59.70 19.22
Electronics 66.38 15.95 52.45 16.23
Electronic Communication 21.48 5.73 21.25 5.72
Drafting 22.97 6.11 21.00 5.83
Law Enforcement 51.72 11.41 46.60 9.95
Audiographics 24.27 5.03 24.45 5.52
Agriculture 15.46 3.59 14.20 3.57
Outdoors 33.94 5.75 29.10 6.92
Marksman 17.35 4.05 12.90 4.56
Infantry 31.94 7.14 26.85 6.28
Armor/Cannon 24.21 5.99 19.95 5.71
Vehicle Operator 31.05 6.52 27.60 8.31
Adventure 19.39 3.28 16.32 3.91

CONVENTIONAL

Basic Interest Item 2.97 .92 3.15 .91
"Office Administration 44.91 11.93 47.60 15.19
Supply Administration 36.95 9.56 37.10 10.09
Food Service 42.54 9.89 47.80 12.23

SOCIAL

Basic Interest Item 3.24 1.05 3.30 .95
Teaching/Counseling 23.15 5.13 25.75 4.97

INVESTIGATIVE

Basic Interest Item 3.10 .95 3.U5 .97
Medical Services 71.10 16.65 72.40 16.59
Mathematics 15.59 4.31 16.95 3.40
Science/Chemical 30.99 8.69 27.00 5.96
Automated Data Processing 24.20 5.97 24.70 4.76

(Continued)
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Table 11.32 (Continued)

AVOICE means and Standard Deviations Separately for Males and Females:
Fort Lewis Pilot Test

Males Females
(N - 87) (N 19)

AVOICE Scale Mean SD Mean SO

ENTERPRISING

Basic Interest Item 3.14 1.14 2.95 1.02

Leadership 20.53 4.61 21.55 3.17

ARTISTIC

Basic Interest Item 2.96 1.25 3.15 1.31
Aesthetics 14.29 4.22 16.80 2.77

ORGANIZATIONAL CLIMATE/
ENVIRONMENT DIMENSIONS

Achievement 20.97 2.92 21.65 3.02
Safety 21.59 3.36 21.90 2.23
Comfort 38.26 3.76 39.65 3.97
Status 21.22 3.00 22.05 2.73
Altruism 21.48 3.26 22.55 3.26
Autonomy 20.45 2.22 20.56 2.78

EXPRESSED INTEREST 15.79 3.34 15.35 2.29

1 1
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Sumary of Pilot Test Results for Non-Cognitive Mleasures

The two non-cognitive inventories of the Pilot Trial Battery, the ABLE
and the AVOICE, are designed to measure a total of 20 constructs plus a
validity scale category. The ABLE assesses six temperament constructs and
the Physical Condition construct through 11 scales, and also includes 4
validity scales. The AVOICE measures six Holland interests constructs, six
Organizational Environment constructs, and Expressed Interests through 31
scales. Altogether, the 46 scales of the inventories include approximately
600 items, 291 ABLE items and 306 AVOICE items for the Fort Campbell ver-
sion, and 268 ABLE items and 306 AVOICE items for the Fort Lewis version.

Evaluation and revision of the inventories took place in three steps.
First, each was subjected to editorial review by project staff prior to any
pilot testing. This review resulted in nearly 200 wording changes and the
deletion of 17 items. The majority of these changes applied to the ABLE.

The second stage of evaluation took place after the Fort Campbell pilot
testing. Feedback from the soldiers taking the inventory and data analyst of
the results (e.g., item-total correlations, item response distributions) were
used to refine the inventories. Twenty-three ABLE items were deleted and 173
ABLE items were revised; no AVOICE items were deleted and 20 AVOICF items
were revised.

In the third stage of evaluation, after the Fort Lewis pilot testing,
far fewer changes were made. One ABLE item was deleted, 20 ABLE items were
revised, and no changes were made to the AVOICE. Throughout the evaluation
process, it is likely that the AVOICE was less subject to revision because it
uses a common response format for all items, whereas the response options for
ABLE items differ by item.

The psychometric data obtained with both inventories seemed highly
satisfactory; the scales were shown to be reliable and appeared to be
measuring the constructs intended. Sample sizes in these administrations
were fairly small (Fort Campbell N a 52 and 55 for ABLE and AVOICE,
respectively; Fort Lewis Ii 106 and 114, ABLE and AVOICE, respectively), but
results were similar in each sample.

Field testing of the non-cognitive measures is described in Section 6.

r
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Section 6

FIELD TESTS OF THE PILOT TRIAL BATTERY

The previous sections have described the development of the Pilot Trial
Battery, the result- of three pilot tests at Forts Carson, Campbell, and
Lewis, and the revisions made on the basis of the pilot data.

The final step before the Concurrent Validation was a more systematic
series of field tests of all the predictor measures using larger samples.
Described in this section are the field test samples and procedures, and a
variety of analyses of the field test data. The predictor revisions made on
the basis of these analyses are described in Section 7. The outcome of the
field test/revision process was the final form of the predictor battery
(i.e., the Trial Battery) to be used in the Concurrent Validation.

Field tests were conducted at three sites. The sites and basic purposes
of the field test at each site are described below.

Fort Knox - The full Pilot Trial Battery was administered here to
evaluate the psychometric characteristics of all the measures and to analyze
the covariance of the measures with each other and with the ASVAB. In
addition, the measures were re-administered to part of the sample to provide
data for estimating the test-retest reliability of the measures, Finally,
part of the sample received practice on some of the computer measures and
were then retested to obtain an estimate of the effects of practice on scores
on computer measures.

Fort Bragg - The non-cognitive Pilot Trial Battery measures, Assessment
of Background and Life Experiences (ABLE) and Army Vocational Interest Career
Examination (AVOICE), were administered to soldiers at Fort Bragg under
"several experimental conditions to estimate the extent to which scores on
these instruments could be altered or "faked" when persons are instructed to
do so.

Minneapolis Military Entrance Processing Station (MEPS) - The non-
cognitive measures were administered to a sample of recruiTs as they were
being processed into the Army, to obtain an estimate of how persons in an
applicant setting might alter their scores.

Cognitive Paper-and-Pencil and Computer-Administered Field Tests

In this subsection are described the field tests of the cognitive
paper-and-pencil tests and the computer-administered tests. These data were
collected at Fort Knox. No data from the Fort Bragg and Minneapolis MEPS
studies were used in these analyses.
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Sample and Procedure

Data collection was scheduled for 4 weeks at Fort Knox. During the
first 2 weeks, 24 soldiers were scheduled each day, for a projected total
sample size of 240. These soldiers were administered the entire Pilot Trial
Battery. Each group assembled at 0800 hours. The testing sessions included
two 15-minute breaks, and 1 hour was allowed for lunch.

Each soldier from the first 2 weeks' sample reported back for a half day
of additional testing, either in the morning or the afternoon, exactly 2
weeks after her or his first session. Each individual then completed one-
third of all the paper -and-pencil tests (a retest), and completed either the
computer "practice" session or the entire computer battery (a retest).

In the experiment on practice effects, practice was given on five
tests: Reaction Time 2 (Choice Reaction Time), Target Tracking 1, Cannon
Shoot, Target Tr&cking 2, and Target Shoot. These tests were selected
because they were thought to be the tests that would show greatest improve-
ment with practice (all the psychomotor tests were included). There were
three practice trials. For the first two practice trials, unique items
(i.e., items not appearing on the full battery test) were used for Target
Tracking 1, Target Tracking 2, and Cannon Shoot. For the third trial, the
original item content was used.

Due to the usual exigencies of data collection in the field, on some
days fewer than 24 soldiers appeared, and on othcr days more than 24 soldiers
appeared. Consequently, the actual sample sizes were as follows:

N w 293 completed all cognitive and non-cognitive paper-and-pencil tests
A

N - 256 completed computer tests

N a 112-129 completed retest of paper-and-pencil tests (N varied across
tests)

N = 113 completed retest of computer tests

N = 74 completed practice effects on computer tests

Table 11.33 shows the race and gender makeup for Fort Knox soldiers
completing at least part of the Pilot Trial Battery. The mean age of the
participating soldiers was 21.9 years (SD = 3.1). The mean years in service,
computed from date of entry into the Army, was 1.6 years (SD 0.9).
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Table 11.33

Race and Gender of the Fort Knox Field Test Sample for the
Pilot Trial Battery

Race Frequency

White 156
Hispanic 24
Black 121
Mative American 2

Total

Sex Frequency

Female 57
Male 246

Descriptive Statistics

Table 11.34 shows the means, standard deviations, and reliabilities of
the cognitive paper-and-pencil tests in the Pilot Trial Battery. The means
and standard deviations indicate that the tests are at about the desired
level of difficulty, with the possible exception of Orientation Test 3 which
appeared somewhat more difficult than desirable. Internal consistency re-
liability estimates were relatively high, with the exception of Reasoning
Test 2 (.63).

The Fort Lewis split-half coefficients, which are based on separately
timed halves, provide an appropriate estimate of internal consistency for
speeded tests. The interval for test-retest was 2 weeks. Reasoning was
again the least reliable. Table 11.35 shows gain scores that were higher
than initially expected on Object Rotation, Shapes, Path, and Orientation I
tests. Inspection of the last two columns In Table 11.35 indicated that much
of the gain probably occurred because the soldiers attempted more items the
second time they took the test. This is certainly to be expected since the

* subjects would be more familiar with types and instructions.
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Table I1.36 presents the descriptive statistics for 19 scores derived
from the computer-administered measures. In general, the cognitive/
perceptual tests (except for Cannon Shoot) yield two types of scores:
accuracy and speed. In addition, two derived measures can be computed: the
slope and intercept obtained when reaction times are regressed against a
relevant parameter of test items. For Perceptual Speed and Accuracy, such a
parameter was the number of stimuli being compared in an item (i.e., two,
five, or nine objects). Recall that the slope represents the average in-
crease in rea ction time with an increase of one object in the stimulus set;
the lower the value, the faster the comparison. The intercept represents all
other processes not involved in comparing stimuli, such as encoding the
stimuli and executing the response.

Reaction times on all tests were computed only for correct responses,
and the development strategy was to construct items so that every item could
be answered correctly, given enough time. Consequently, the speed measures
(reaction time) were expected to have more variance and be more meaningful
than the accuracy measures.

Analyses of Fort Knox data indicated that total reaction time and deci-
sion time were very highly correlated and, since movement time is conceptu-
ally uninteresting, we elected to use total reaction time for all tests.
There are a number of ways to score reaction time, and for the various
alternatives the score distributions, intercorrelations, and reliabilities
were examined. There were no striking differtnces between methods, and
untrimmed means were used for all tests except Simple and Choice Reaction
Times; because of fewer items, extreme scores could affect the mean much more
for these two tests than for the others. To deal with the problem of missing
data, cases with more than 10% missing were eliminated.

Procedures for scoring the Cannon Shoot Test differed from those used to
score the other cognitive/perceptual tests, and a reaction time score is
inappropriate because the task requires the subject to ascertain the optimal
time to fire to ensure a direct hit on the target. Therefore, responses
were scored by computing a deviation score composed of the difference between
the time the subject fired and the optimal time to fire. These scores are
summed across all items and the mean deviation time is computed.

For two of the three psychomotor tests, Target Tracking I and 2, the
distance from the center of the crosshairs to the center of the target was
computed approximately 16 times per second, or almost 350 times per trial.
These distances were then averaged by the computer to generate the mean dis-
tance for each trial. However, the frequency distribution of these scores
proved to be highly positively skewed and they were transformed using the
natural logarithm transformation. The overall test score for each subject
wac then the mean of the log mean distance across trials.

Scoring of the Target Shoot Test was a bit nore complicated. Three
overall test scores were generated for each subject: (a) the percentage of
hitsie (b) the mean distance from the center of the crosshairs timhe center
of the target at the time of firing (the distance score); and (c) the meantire elapsed from the start of the trial until firing (the time-to-fire
score).
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Table 11.36

Characteristics of the 19 Dependent heasures for Computer-
Administered Tests: Fort Knox Field Tests (N - 256)a

Reliability
Spilt-Half Test-Retest

Dependent Measure Mean SD (rsh)b (rtt)b

PERCEPTUAL

Simple Reaction Time (SRT)
Mean Reaction Time (RT) 56.2 hsc 18.8 hs .90 .37

Choice Reaction Time (CRT)
Mean Reaction Time (RT) 67.4 hs. 10.2 hs .89 .56

Perceptual Speed and Accuracy (PS&A)
Percent Correct (PC 88% 8% .83 .59
Mean Reaction Time (RT) 325.6 hs 70.4 hs .96 .65
Slope 42.7 hs/chd 15.6 hs/ch .88 .67
Intercept 68.0 hs 45.0 hs .74 .55

Target Identification
Percent Correct (PC) 90% 10% .84 .19
Mean Reaction Time (RT) 528.7 hs 134.0 hs .96 .67

Short-Term Memory (STM)
Percent Correct (PC) 85% 8% .72 .34
Mean Reaction Time (RT) 129.7 hs 23.8 hs .94 .78
Slope 7.2 hs/ch 4.5 hs/ch .52 .47
Intercept 108.1 hs 23.2 hs .84 .74

Number Memory
Percent Correct (PC) 83% 13% .63 .53
Mean Operation Time (RT) 230.7 hs 73.9 hs .95 .88

Cannon Shoot

Time Error (TE) 78.6 hs 20.3 hs .88 .66

PSYCHOMOTOR

Target Track 1
Mean Log Distance 3.2 .44 .97 .68

Target Shoot
MeaLn Time to Fire (std) (TF) -. 01 .48 .91 .48
Menn Log Distance (std) -. 01 .41 .86 .58

Target Track 2
Mean Log Distance 3.91 .49 .97 .68

a tI varies slightly from test to test.
b N - 120 for test-retest reliabilities, but varies slightly from test to test. rsh -

split-half reliability; odd-even item :orrelation with Spearman-Brown correction.
rtt test-retest reliability, 2-week interval between administrations.

C hs * hundredths of a second.
d hs/ch • hundredths of a second per character.
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Percentage of hits was less desirable as a measure because it contains
relatively little information compared to the distance measure.
Complications arose because subjects received no distance or time-to-fire
scores on trials where they failed to fire at the target. before the time
limit for the trial elapsed. Consequently, the distance and time-to-fire
scores for each trial were standardized and the overall distance and time
score was then computed by averaging these standardized scores across all
trials in which the subject fired at the target.

In Table 11.36 the split-half reliabilities are odd-even correlations
corrected to full test length, but note that they do not suffer from the
artificial inflation that speeded paper-and-pencil measures do. This is
because all items. are completed by every subject.

The test-retest reliabilities are lower than the split-half reliabili-
ties and three of them are very low. However, two of them, the percent-
"correct scores, are not the primary score for their respective tests, and
Simple Reaction Time is viewed largely as a "warm-up" test.

Special Analyses on Computer-Administered Tests

Correlations With Video Game-Playing Experience. Field test subjects
were asked the question, "In the last couple years, how much have you played
video games?" There were five possible alternatives, ranging from "You have
never played video games" to "You have played video games almost every day."
The five alternatives were given scores of 1 to 5, respectively. The mean
was 2.99, SD was 1.03 (N - 256), and the test-retest reliability was .71 (N
113).

,The 19 correlations of this item with the computer test scores ranged
from -. 01 to +.27, with a mean of .10. A correlation of .12 is significant
at alpha - .05. We interpret these findings as showing a small, hut
significant, relationship of video game-playing experience to the more
"* "game-like" tests in the battery.

Effects of "Plachine" or Computer Testing Station Differences. We
repeated the investigation done at the pilot test at Fort Lewis of the effect
of machine or computer testing station differences on computer test scores.
There were six computer testing stations, and approximately 40 male soldiers
had been tested at each station. (We used only males in this analysis to
avoid confounding the results with possible sex differences.) We ran a
multivariate analysis of variance (MANOVA) for the 19 computer test scores,
with six "machine" levels. Machine differences again had no effect on test
scores.

Practice Effects on Selected Computer Test Scores. Table 11.37 shows
the results of the analyses of variance for the five tests included in the
practice effects research. These results show only one statistically
significant practice effect, the Mean Log Dlistance score on Target Tracking
Test 2. There were three statistically significant findings for time,
indicating that scores did change with a second testing, whether cr not
practice trials intervened between the two tests. Finally, note that the
Omega squared value indicates that relatively small amounts of test score
variance are accounted for hy the Group, Time, or Time by Group factors.
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Table 11.37

Effects of Practice on Selected Computer Test Scores

Dependent Source of Omega
Test Measure Variance df F Squared

Choice Reaction Time Trimmed Mean Group 1,180 9.71* .032
Reaction Tine Time 1,180 25.70* .035

Time x Group 1,180 .73 --

Target Tracking 1 Mean Log Distance Group 1,178 .73 -

Time 1,178 9.26* .005
rime x Group 1,178 4.11 --

Target Tracking 2 Mean Log Distance Group 1,178 .47 -

Time 1,178 1.30 --

Time x Group 1,178 7.79* .005

Cannon Shoot Time Error Group 1,171 3.79 -

Time 1,171 .16 -

Time x Group 1,171 5.72 -

Target Shoot Mean Log Distance Group 1,171 .41 -

Time 1,171 g*28* .012
Time x Group 1,171 .08 --

*Denotes significance at P!.01.

These data suggest that the practice intervention was not a particularly
strong one. It should be noted , though, that on some tests subjects'
performance actually deteriorated from Time 1 to Time 2. The average gain
score for the two groups across the five dependent measures was only .09
standard deviation. This suggests either that the tasks used in these tests
are resistant to practice effects, or that performance on these tasks reaches
a maximum level of proficiency after only a few trials. Also, recall that
analyses of the Pilot Trial Battery cognitive paper-and-pencil tests (see
Table 11.35) showed gain scores that were as high or higher than those found r
here. Perhaps gain in scores through retesting or practice is of even less
concern for computerized tests than for paper-and-pencil tests. a

In surtmary, data from the practice experiment indicate that scores frow
computerized psychomotor tests appear to he quite stable over a 2-week
period. Practice does have some effect on test scores, hut it appears to be
relatively sma~ll. Certainly it does not seem strong enough to warrant
serious concern about, the usefu~lness of the tests.
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Intercorrelations of Cognitive Paper-and-Pencil Tests, Computer-Administered
Testsa ai,•SVA Subtests

Table 11.38 contains the intercorrelations for the ASVAR subtests,
paper-and-pencil cognitive measure, and computer-administered tests, which
include both cognitive/perceptual and psychomotor measures. Note that we
have also included scores on the AFQT. These correlations are based on the
Fort Knox field test sample, but include only those subjects with test scores
available on all variables (N - 168).

In examining these relationships, we first looked at the correlations
between tests within the same battery. For example, correlations between
ASVAB subtest scores range froii .02 to .74 (absolute values). The range of
intercorrelations is a bit more restricted when examining the relationships
between the cognitive paper-and-pencil test scores (.27 to .67). This range
of values reflects the fact that the PTB measures were designed to tap fairly
similar cognitive constructs. Intercorrelations for the cognitive/perceptual
computer test scores range from .00 to .83 in absolute terms. Note that the
hig hest values appear for correlations between scores computed from the same
test. Intercorrelations between psychomotor variables range from .1 to .XI
in absolute terms.

Perhaps the most important question to consider is the overlap between
the different groups of measures. Do the paper-and-pencil measures and
computer tests correlate highly with the ASVAB or are tJhy measuring unique
or different abilities? Note that across all PTB paper-anrd-pencil tests,
ASVAB Mechanical Comprehension appears to correlate the highest with the new
tests. Across all ASVAB subtests, Orientation Test 3 yields the highest
correlations.

Table II.39 summarizes the correlational data in Table II.3M. The two
tables lead to the conclusion that the various types of measures do not
overlap excessively, and therefore do appear to each make separate
contributions to ability measurement.

Factor Analysis Results

In addition to examining the intercorrelations among all the
cognitive/perceptual measures and psychomotor measures, we also examined
results from a factor analysis. Two variables, PS&A reaction time ane
Short-Terni Ilemory reaction tire, were omitted because the reaction time
"scores frorm these mieasures correlated very highly with their corresponding
slope or intercept vari3bles. To avoid obtaining cor.iunalities greater than
one, they were omitted. Results from the seven-factor solution of a
principal components factor analysis with varimax rotation are displayed in
Table 11.40. All loadings of .. 0 or greater are shown.

Factor 1 includes eight of the ASV.AP subtests, six of the paper-and-
pencil measures, and tWo cognitive/perceptual computer variables.
Decause this factor r ontitrs w.eeasures of vcrhal, numerical, and
reasoning ability, we h.vr terred this "0."
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Table 11.40

Principal Components Factor Analysis of Scores of the ASYAB Subtests,
Cognitive Paper-and-Pencil Measures, and Cognitive/Perceptual and
Psychomotor Computer-Administered Testsa (N W 168)

Variable Factor I Factor 2 Factor I Factor 4 Factor 5 Factor 6 Factor 7 h2

ASVAB

GS 75 59
AR 75 73
WK 77 62
PC 62 47
NO 84 77
CS 62 44
AS 62 58
MK 77 70
MC 63 38 -30 6e
El 72 65

COGNITIVE PAPER-
AND-PENCIL

Assemb Obj 39 69 66
Obj Rotation -61 49
Shapes 66 51
Maze 70 67
Path 67 -30 65
Reason 1 37 58 54
Reason 2 37 47 44Orient 1 37 64 58
Orient 2 40 46 -30 52
Orient 3 60 52 67

PERCEPTUAL
COMPUTER

SRT-RT 63 44
CRT-RT A1 50
PS&A-PC 67 31 70
PS&A Slope 88 81
PS&A Inter -65 50 74
Target ID-PC 40 25
Target TD-PT -41 37 30 57
STM-PC jo 34 41
STM-Si ope 41 25
STM-Int 38 51 47
Cannon Shoot-TE 32 Ig
No llem-PC 53 37 52
Mo flem-RT -37 -46 54

PSYCHOMOTOR
COMPUTER

Tracking I 86 82 L
Tracking 2 77 66
Target Shoot-TF 42 23
Target Shoot-Dilt 64 48

Variance
Explained 5.69 4.70 2.83 2.37 1.92 1.87 1.17

Note: Decimals have been omitted from factor loadings.

a Note that the following variables were not Included in this factor analysis: AFOT, PS&A
Reaction Time, and Short-Term Memory Reaction Time.

h2- communality (sum of squared factor loadings) for variables.
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Factor 2 includes all of the PTB cognitive paper-and-pencil measures,
Mechanical Comprehension f'-or the ASVAB, and Target Identification
reaction time from the computer tests. We called this a general spatial
factor.

Factor 3 has major loadings on the three psychomotor tests, with
substantially smaller loadings from three cognitive/perceptual computer
test variables, the Path Test, and Mechanical Comprehension from the
ASVAB. Given the high loadings of the psychomotor tests on this factor,
we refer to this as the motor factor.

Factor 4 includes variables from the cognitive/perceptual computer
tests. This factor appears to involve accuracy of perception across
several tasks and types of stimuli.

Factor 5 is not that clear, but the highest loadings are on straightfor-
ward reaction time measures, so we interpret this as a speed of reaction
factor.

Factor 6 contains four variables, two from the ASVAB and two from the
cognitive/perceptual computer tests. This factor appears to represent
both speed of reaction and arithmetic ability.

Factor 7 contains three variables from the computer tests. These
include Short-Term Memory percent correct and slope, and Target Shoot
time-to-fire. This factor is difficult to interpret, but we believe it
may represent a response style factor, That is, this factor suggests
that those individuals who take a longer time to fire on the Target
Shoot Test also tend to have higher slopes on the Short-Term Memory
(lower processing speeds with increased bits of information) but are
more accurate or obtain higher percent-correct values on the Short-Term
Memory test.

Note that several variables have fairly low communalities. These may be
due to relatively low score variance or reliability, but it could also be due
to these variables having unique variance, at least when factor analyzed with
this set of tests. We think this latter explanation is highly plausible for
the Cannon Shoot score.

Field Test of Non-Cognitive Measures (ABLE and AVOICE)

In this section are described the field test results for the
non-cognitive predictor measures, including the descriptive scale statistics
and the results of the fakability analyses. The samples were different for
the different analyses, and each is described in turn.

Scale Analyses

These analyses were performed to obtain descriptive scale statistics and
examine the covariation among scales. Only the Fort Knox data were used.
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Sample. At Fort Knox a total of 290.0 soldiers completed the ArLE and 287
"solditersthe AVCICE. After deletion of inventories with greater than 10%
missing data for both measures, and of those ABLEs where scores on the
Non-P.andom Response Scale were less than six, a total of 276 APLEs and 270
AVOICEs were available for analysis. For the experiment in which portions of
the Pilot Trial Battery were re-administered to soldiers 2 weeks after the
first administration, the total number of "Time 2" ABLE and AVOICE inven-
tories, after the data quality screens had been applied, was 109 and 127,
respectively.

Results. Summary statistics for the ABLE and AVOICE are presented in
Tables'I1.41, 11.42 (ABLE), and Table 11.43 (AVOICE). As can be seen, the
median alpha coefficient (internal consistency) for the ABLE content scales
is .84, and the median test-retest correlation for the ABLE content scales is
.79, with a range of .6e to .83. At retest or second testing, the soldiers
apparently responded in a somewhat more random way. The response validity
scale, Mon-Random Responses, detected it and, consequently, the correlation
between first and second testing was low, .37. The median alpha coefficient
(internal consistency) for the AVOICE scales Is .H6. The median test-retest
correlation for the AVOICE scales is .7G.

The ABLE content scales and the AVOICE scales were separately factor
analyzed, and in both cases the tw.o-factor solution appeared to best
summarize the data. As shown in Tables 11.44 (for ABLF) and 11.45 (for
AVOICE)l, the temperament factors were labeled Personal Inpact and
Dependability, and the interest factors were labeled Combat Related and
Combat Support.

Fakability Analyses

Recall that there were four validity scales on the ADLE: Non-Random
Responses, Unlikely Virtues (Social Desirability), Poor Impression, and
Self-Knowledge. To investigate intentional distortion of responses, data
were gathered (a) from soldiers instructed, at different times, to distort
their responses or to be honest (experimental data gathered at Fort Fragg);
(b) from soldiers who were simply responding to the AELE and AVOICE with no
particular directions (data gathered at Fort Knox); and (c) from recently
sworn-in Army recruits at the Minneapolis Military Entrance Processing
Station (rIEPS).

The purposes of the faking study were to:

* Determine the extent to which soldiers can distort their responses
to temperament and interest inventories when instructed to do so.
(Compare data from Fort Dra g faking conditions with Fort Bragg andS~Fort Knox honest conditions.1

U." * Determine the extent to which the ABLE response validity scales
detect such intentional distortion. (Compare response validity
scales in Fort Bragg honest and fakinC conditions.)

I De~ermine the extent to which ABLE validity scales can be used to
correct or adjust scores for intentional distortion.

-- A
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Table 11.42

ABLE Test-Retest Resultsa: Fort Knox Field Test

Mlean Mean
Tine 1 Time 2

Scale J, - 276) (N -l0g). Effect sizeb

Content Scales

Emotional Stability 64.9 65.1 .02
Self-Esteem 35.1 34.8 -. 05
Cooperativeness 54.1 54.3 .04
Conscientiousness 48.9 48.3 -. 10
NondelInquency 55.4 55.6 .02
Traditional Values 37.2 37.9 .15
Work Orientation 61.2 60.7 -. 07
Internal Control 50.3 60.2 -. 01
Energy Level 557.1 57.0 -. 01
Dominance 35.5 34.9 -.09
Physical Condition 31.1 30.4 -. 09

Response Validity Scales

Unlikely Virtues 16.6 17.5 .27
Self-Knowledge 29.5 29.0 -. 18
Non-Random Responsec 7.2 7.2 -. 65
Poor Impression 1. 1.? -. 18

aTest-Retest interval was two weeks.

bEffect Size - (Mean Time I - Mean Time 2)/S 2D2 Time 1.

CBased on sample edited for missing data only; N1  281 and N2 - 121.

1 - 3
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Table H1.44

ABLE Factor Analysisa: Fort Knox Field Test

I II

Personal Impact Dependability h2

Self-Esteem .80 .30 .73

Energy Level .73 .46 .74

Dominance (Leadership) .72 .13 .54

Emotional Stability .67 .26 .52

Work Orientation .67 .51 .71

?!ondelinquency .20 .81 .70

Traditional Values .19 .73 .57

Conscientiousness .39 .72 .67

Cooperativeness .46 .60 .57

Internal Control .44 .50 .44

6.19

Note: h2 * communality, the sum of squared factor loadings for a variable.

aprincipal factor analysis, varimax rotation.
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Table 11.45

AVOICE Factor Analysisa: Fort Knox Field Test

I Ii
Combat Combat-

Scale Supportb RelatedC h2

Office Administration .85 -. 13 .73
Supply Administration .78 .11 .62
Teaching/Counseling .76 .11 .59
Mathematics .74 .09 .55
Medical Services .73 .18 .57
Automated Data Processing .71 .10 .51
Audiographics .64 .17 .44
Electronic Communication .64 .36 .54
Science/Chemical Operations .61 .43 .55
Aesthetics .61 .04 .37
Leadership .58 .35 .46
Food Service .54 .19 .33
Drafting .54 .34 .41
Infantry 7 M .85 .74
Armor/Cannon .13 .84 .73
Heavy Construction/Combat .17 .84 .73
Outdoors .02 .74 .55
Mechanics .17 .74 .58
Marksman .05 .73 .54
Vehicle/Equipment Operator .17 .73 .56
Agriculture .18 .64 .44
Law Enforcement .27 .61 .44
Electronics .45 .57 .52

Note: h2 = communality, the sum of squared factor loadings for a variable.

a Principal factor analysis, varimax rotation.

b Conventional, Social, Investigative, Enterprising, Artistic constructs.

c Realistic construct.
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Mm

0 Determine the extent to which distortion is a problem in an
applicant setting. (Compare MEPS data with Fort Bragg and Fort
Knox data.)

Subjects. The participants in the experimental group were 425 enlisted
soldiers n the 82nd Airborne brigade at Fort Bragg. Comparison samples were
MEPS candidates (N - 126) and the Fort Knox soldiers described earlier (N
276).

Procedure and Design. Four faking and two honest conditions were
created:

* Fake Good on the ABI.E

s Fake Bad on the ABLE

* Fake Combat on the AVOICE

e Fake Non-combat on the AVOICE

* Honest on the ABLE

s Honest on the AVOICE

The significant parts of the instructions for the six conditions were as
fol lows:

ABLE - Fake Good
Imagine you are at the Military Entrance Processing Station (IIEPS)
and you want to Join the Army. Describe yourself in a way that you
think will ensure that the Army selects you.

ABLE - Fake Bad
Imagine you are at the Military Entrance Processing Station (MEPS)
and you do not want to Join the Army. Describe yourself in a way
that you thnTk-will ensure that the Army does not select you.

ABLE - Honestf'
You are to describe yourself as you really are.

AVOICE - Fake Combat
Imagine you are at the Military Entrance Processing Station (MEPS).
Please describe yourself in a way that you think will ensure that you lee
are placed in an occupation in which you are .ikely to be exposed to
combat during a wartime situation.

AVOICE - Fake Non-combat

Imagine you are at the Military Entrance Processing Station (MEPS).
Please describe yourself in a way you think will ensure that you are
placed in an occupation in which you are unlikely to be exposed to
combat during a wartime situation.

AVOICE - Honest
You are to describe yourself as you really are.
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The design was a 2x2x2 with repeated measures on faking and honest
conditions which were counterbalanced. Thus, approximately half the

experimental group, 124 soldiers, completed the inventories honestly in the
morning and faked in the afternoon, while the other half (121) completed the
inventories honestly in the afternoon ana faked in the morning. The first
between-subjects factor consisted of these two levels: Fake Good/Want Combat
and Fake Bad/Do Not Want Combat. Order was manipulated ir, the second
between-subjects factor such that the following two levels were produced:
Faked responses then honest responses, and honest responses then faked
responses.

Faking Study Results - Temperament Inventory. A multivariate analysis
of variance (MANOVA) on the Fort Bragg data on the temperament inventory
shows that all the Fake by Set interactions are significant, indicating that
soldiers can, when instructed to do so, distort their responses, The order
of conditions in which the participant completed the ABLE also affected the
results. Table 11.46 shows the mean scores for the various experimental
conditions.

Another research question was the extent to which the response validity
scales detected intentional distortion. As can be seen in Table 11.47, the
response validity scale Social Desirability (Unlikely Virtues) detects Faking
Good on the ABLE; the response validity scales Non-Random Response, Poor
Impression, and Self-Knowledge detect Faking Bid. According to these data,
the soldiers responded more randomly, created a .poorer impression, and
reported that they knew themselves less well when told to describe themselves
in a way that would increase the likelihood that they would not be accepted
into the Army.

We also examined the extent to which the response validity scales Social
Desirability and Poor Impression could be used to adjust ABLE content scale
scores for Faking Good and Faking Bad. Social Desirability was partialled
from the content scales in the Fake Good condition and Poor Impression from
the content scales in the Fake Bad condition.

Table 11.48 shows the adjusted mean differences, which clearly show that
these response validity scales can be used to adjust content scales.
However, two important unknowns remain: Do the adjustment formulas developed
on these data cross-validate, and do the y increase criterion-related
validity?

As noted earlier, in an effort to explore the extent to which
intentional distortion may be a problem in an applicant setting, the ABLE and

AVOICE were administered at the Minneapolis MEPS. However, the sample of 126
recruits who completed the inventories were not true "applicants," in that
they had just recently been sworn into the Army. To approximate the
applicant response set as closely as possible, recruits were allowed to
believe that their scores on these inventories might impact on their Army
careers. Recruits were then asked to complete the ABLE and AVOICF, after
which they were debriefed.

To examine the extent to which recruits actually believed their ABLE and
AVOICE scores would have an effect on their Army career, a single item was
filled out by each recruit prior to debriefing. Of the 126 recruits in this
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sample, 57 responded "yes" to the question of whether they believed scores
would have an impact, 61 ýaid "no," and 8 wrote in that they didn't know.
Thus, while the MEPS sample was not a true "applicant" sample, its make-up
was reasonably close to It (recently sworn-in recruits, cloce to half of whom
believed their ABLE and AVOICE scores would affmct their Army career).

Table 11.49 shows mean scores for MEPS recruits and the two "honest"
conditions of this study, Fort Bragg and Fort Knox. In total, these results
suggest that intentional distortion may nt be a significant problem in an
app•licant setting. (Faking or distortion in a draft situation cannot even be
estimated in the present U.S. situation.)

Overall, the ABLE data show that:

i Soldiers can distort their responses when instructed to do so.

@ The response validity scales detect intentional faking.

# An individual's Social Desirability scale score can be used to adjust
his or her content scale scores to reduce variance associated with
faking.

s Faking or distortion may not be a significant problem In an applicant
setting.

Faking Study Results - Interest Inventory. We divided the Interest
scales into the two groups, Combat-Related and Combat Support, that emerged
from the factor analyses and multivariate analysis of variance (MANOVA) on
the Fort Bragg data. Nine of the 11 Combat-Related AVOICE scales are
sensitive to intentional distortion, and 9 of the 12 Combat Support scales
are sensitive to intentional distortion. The interactions of Fake by Set by
Order are significant at p - .05, indicating that order of conditions in
which the participants completed the AVOICE also affected the result. Tables
11.50 and 11.51 show mean scores for the various conditions when the
particular condition was the first administration.

When told to distort their responses so that they are not likely to be
placed in combat-related occupational specialties (MOS)--that Is, instructed
to Fake Non-combat--soldiers tended to decrease their scores on all scales.
Scores on 19 of 24 interest scales were lower in Fake Non-combat as compared
to the honest condition. In the Fake Combat condition, soldiers in general
increased their Combat-Related scale scores and decreased their Combat
Support scale scores.

The ABLE response validity scales were then used to adjust AVOICE scale
scores for Faking Combat and Faking Non-combat. Comparing these differences
to the unadjusted differences revealed that these adjustments have little
effect, perhaps because the response validity scales consisted of items from
the ABLE and the faking instructions for the ABLE and AVOICE were different
(i.e., Fake Goo,] and Fake Bad vs. Fake Combat and Fake Non-combat).

Again the question was explored of whether applicants might tend to
distort their responses to the AVOICE. The mean scores for the MEPS recruits
and the two Honest conditions, Fort gragg and Fort Knox, shnwed no particular
pattern to the mean score differences.
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Overall, the AVOICE data show that:

a Soldiers can distort their responses when instructed to do so.

* The ABLE Social Desirability and Poor Impression scales are not as
effective for adjusting AVOICE scale scores as they are for adjusting
ABLE content scale scores.

s Faking or distortion may not be a significant problem in an applicant
setting,

Summary of Field Test Results

The data on field tests presented in this section were crucial for the
final revisions of the Pilot Trial Battery (PTB) before it was used In the
Concurrent Validation. The revisions based on the field tests are described
in Section 7.
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Section 7

TRANSFORMING THE PILOT TRIAL BATTERY INTO THE TRIAL BATTERY

The entire Pilot Trial Battery, as administered at the field tests,
required approximatily 6.5 hours of administration time. However, the Trial
Battery, which was the label reserved for the predictor battery to he used in
the full-scale Concurrent Validation, had to fit In a 4-hour time slot.

Three general principles, consonant with the theoretical and practical
orientation that had been used since the inception of the project, guided the
revision and reduction decisions:

1. Maximize the heterogeneity of the battery by retaining measures of
as many different constructs as possible.

2. Maximize the chances of incremental validity and classification
efficiency.

3. Retain measures with adequate reliability.

Using all accumulated information, the final decisions were made in a
series of meetings attended by the project staff and by the Scientific
Advisory Group. Considerable discussion was generated at these meetings, but
the group was able to reach a consensus on the reductions and revisions to be
made to the Pilot Trial Battery.

The recommendations for revisions and the reasons for their adoption are
described in the following pages.

Changes to Cognitive Paper-and-Pencil Tests

Changes to the cognitive paper-and-pencil tests are summarized in Table
11.52.

The Spatial Visualization construct in the PTB was measured by three
tests: Assembling Objects, Object Rotation, and Shapes. The Shapes Test was
dropped because the evidence of validity for Job performance for tests of
this type was Judged to be less impressive than for the other two tests. The
Object Rotation Test was not changed. Eight items were dropped from the
Assembling Objects Test by eliminating those items that were very difficult
or very easy, or that had low item-total correlations. The time limit for
Assembling Objects was not changed; the effect was to make Assembling Objects
more a power test than it was prior to the changes.

The Spatial Scanning construct was measured by two tests, Mazes and
Path. The Path Test was dropped and the Mazes Test was retained with no
changes. Mazes showed higher test-retest reliabilities than Path (.71 vs.
.64), and gain scores were lower (.24 SO units for Mazes vs. .62 SD units for
Path), which was desirable. Also, Mazes was a shorter test than Path (5.5
minutes versus 8 minutes).
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Table 11.52

Suumary of Changes to Paper-and-Pencil Cognitive Measures
in the Pilot Trial Battery

Test Name Changes

Assembling Objects Decrease from 40 to 32 items.

Object Rotation Retain as is with 90 items.

Shapes Drop Test.

Mazes Retain as is with 24 items.

Path Drop Test.

Reasoning 1 Retain as is with 30 items.
New name REASONING TEST.

Reasoning 2 nrop Test.

Orientation 1 Drop Test.

Orientation 2 Retain as is with 24 items.
New name ORIENTATION TEST.

Orientation 3 Retain as is with 20 items.
New name MAP TEST.

The Figural Reasoning construct was measured by Reasoning Test 1 and
Reasoning rest 2. Reasoning 1 was evaluated as the better of the two tests
because it had higher reliabillties for both internal consistency (alpha
.83 vs. .65 and separately timed, split-half coefficients - .78 vs. .63) and
test-retest (.64 vs. .57), as well as a higher uniqueness estimate (.49 vs.
.37). Reasoning I was retained with no item or time limit changes and
Reasoning 2 was dropped. Reasoning Test 1 was renamed Reasoning Test.

Three tests in the PTB measured the Spatial Orientation construct.
Orientation Test 1 was dropped because it showed lower test-retest
reliabilities (.67 vs. .80 and .84) and higher gain scores (.63 SD units vs.
.11 and .08 SD units). In addition, we modified the Instructions for
Orientation Test 2 because field test experience had indicated that the PTB
instructions were not as clear as they should be. Orientation Test 2 was
renamed Orientation Test. Orientation Test 3 was retained with no changes and
renamed the Map Test.

Changes to Computer-Administered Tests
Besides the changes made to specific tests, several improvements were

made to the computer battery as a whole.
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General Improvements

The more general changes were as follows.

1. Virtually all test instructions were modified:

* Most instructions were shortened considerably.

e Names of buttons, slides, and switches on the response pedestals
were written in capital letters whenever they appeared.

s Where possible, the following standard outline was followed in
preparing the instructions:

- Test name

- One-sentence description of the purpose of the test

- Step-by-step test instructions

- One practice item

- Brief restatement of test instructions

- Two or three additional practice items

- Instructions to call test administrator if there are
questions about the test.

2. Whenever the practice, items had a correct response, the subject was
given feedback.

3. Rest periods were eliminated from the battery. This was possible
because virtually every test was shortened.

4. The computer programs controlling test administration were merged
into one super-program, eliminating the time required to load the
programs between tests.

S. The format and parameters used in the software containing test times
were reworded, so that the software was more "self-documented."

6. The total time allowed for subjects to respond to a test item (in
other words, response time limit) was set at 9.0 seconds for all
reaction time tests (Simple and Choice Reaction Time, Short-Term
Memory, Perceptual Speed and Accuracy, and Target Identification).
In the PTB version, the response time limit had varied from test to
test, for no particular reason.

7. Also, with regard to the reaction time tests, the software was
changed so that the stimulus for an item disappears when the subject
lifts his or her hand From the home button (to make a response).
Subjects had been instructed not to lift their hands from the home
button until they had determined the correct response, so that
separate measures of decision and movement time could be obtained.
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However, more than a few of the field test subjects continued to
study the item stimulus after leaving the home buttons. By causing
the item to disappear, we hope to eliminate that problem.

Changes to Specific Tests

Changes to the individual computer-administered tests are summarized in
Table 11.53.

No changes were recommended for Simple Reaction Time. However, the
order of the pretrial intervals (the interval between the time the subject
depresses the home buttons and the trial stimulus appears) was randomized.

Fifteen items were added to Choice Reaction Time in an attempt to
increase the test-retest reliability for mean reaction time on this test.

Twelve items were eliminated from the Perceptual Speed and Accuracy Test
(reduced from 48 to 36 items), primarily to save time. Internal consistency
estimates were high for scores on this test (.83, .96, .88, and .74 for
percent correct, mean reaction time, slope, and intercept, respectively), and
reduction in the number of items did not seem to be cause for concern.

Several changes were made to the Target Identification Test. First, one
of the two item types, the "moving" items, was eliminated. Field test data
showed that scores of the "moving" and stationary items correlated .78, and
the moving items had lower test-retest reliabilities than stitionary items
(.54 vs. .74). All target objects were made the same size (5O0 of the
objects depicted as possible answers) since field test analyses indicated
size had no appreciable effect on reaction time. A third level of angular
rotation was added so that the target objects were rotated either 00, 450, or
75 , Theoretically, and as found in past research, reaction time is expected
to increase with greater angular rotation. Two of the item parameters were
not changed (position of correct response object and direction of target
object). Finally, the number of items was reduced from 48 to 36 to save
time, Internal consistency and test-retest estimates indicated that the
level of risk attached to this reduction was acceptable. (For mean reaction
time, the internal consistency estimate was .96 and the test-retest estimate
was .67.) ]he test, as modified, then had two items in each of 18 cells
determined by crossing angular rotation (00, 450, 750), position of correct
response object (left, center, or middle of screen), and direction of target
object (left-facing or right-facing).

One item parameter (probe delay period) was eliminated from the Short-
Term Ilemnory Test, while two others were retained [item type (symbolic vs.
letter) and item length (one, two, or five objects)]. Analyses of field test
data showed that probe delay period did not significantly affect mean
reaction time scores. To save time, 12 items were eliminated. Two of the
three most important scores for this test appeared to have high enough
reliabilities to withstand such a reduction.

The number of items on the Cannon Shoot Test was reduced from 48 to 36,
again to save time. Internal consistency and test-retest reliabilities for
the time error score were high enough (.88 and .66, respectively) to warrant
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Table 11.53

Summary of Changes to Computer-Administered Measures in the
Pilot Trial Battery

Test Name Changes

COGNITIVE/PERCEPTUAL TESTS

Demographics Eliminate race, age, and typing experience
items. Retain SSN arid video experienceitems.

Simple Reaction Time No changes.

Choice Reaction Time Increase number of items from 15 to 30.

Perceptual Speed & Accuracy Reduce items from 48 to 36. Eliminate word
items.

Target Identification Reduce Items from 48 to 36. Eliminate
moving items. Allow stimuli to appear at
more angles of rotation.

Short-Term Memory Reduce items from 48 to 36. Establish a
single item presentation and probe delay
period.

Cannon Shoot Reduce items from 48 to 36.

Number Memory Reduce items from 27 to 18. Shorten item
strings. Eliminate item part delay periods,

PSYCHOMOTOR TESTS

Target Tracking 1 Reduce items from 27 to 18. Increase item
difficulty.

Target Tracking 2 Reduce items' from 27 to 18. Increase item V.dlifficulty.

Target Shoot Reduce items from 40 to 30 by eliminating
the extremely easy and extremely difficult
items.
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such reduction without the expectation of a significant impact on reliabil-
ity. Also, the itenis were modified so that all targets are visible on the
screen at the beginning nF the trial and so that the subject is given at
least 2 seconds to view the speed and direction of the target before the
target reaches the optimal fire point.

Two modifications were made to Number Memory to reduce test administra-
tion time. The item part delay period was made a constant (0 second) rather
than treated as a parameter with two levels (0.5 and 2.5 seconds), and the
item string length (number of parts in an item) was changed from four, six,
or eight parts to two, three, or four parts. These changes drastically
reduced the time required to complete the test. As a result, the reduction
in the number of items that had been recommended was not necessary. The
Trial Battery version of this test had 28 items, constructed so that there
were 13 replications of the four arithmetic operations (add, subtract,
multiply, and divide).

Similar kinds of changes were made to Target Tracking Test I and Target
Tracking Test 2. Since internal consistency and test-retest reliability
estimates were relatively high, the number of items was reduced from 27 to
18. The difficulty of the test items was increased by increasing the speed
of the crosshairs and the target; this was done because field test data
indicated that the mean distance score was positively skewed. Also, the
ratio of torget to crosshairs speed, rather than target speed, was used as a
test parameter. It seemed that, given a particular crosshairs speed, the
ratio would be a better indicator of item difficulty than the actual target
speed.

Several changes were made to the Target Shoot Test. First, all test
items were classified according to three parameters: crosshairs speed, ratio
of target to crosshairs speed, and item complexity. (i.e., number of
turns/mean segment length). Then, items were revised to achieve a balanced
number of items in each cell when the levels of these parameters were
crossed. This had the result of "un-confounding" these parameters so that
analyses could be made to see which parameters contributed to item
difficulty. Second, extremely difficult items were eliminated and item
presentation times (the time the target was visible on the screen) were
increased to a minimum of 6 seconds (and a maximum of 10 seconds). This was
done to eliminate a severe missing data problem for such items (as much as
40%) discovered during field tests. Mlissing data occurred when subjects
failed to "fire" at a taryet. These "no-fires" were found to occur where the
target moved very rapidly or made many sudden changes in direction and speed,
or the item lasted only a few seconds. The number of items was reduced from
40 to 30 to save testing time, primarily by eliminating the extremely easy
items.

Changes to Non-Cognitive Measures (ABLE and AVOICE)

Changes to the non-cognitive measures (ABLE and AVCICE) are summarized
in Table N1.54.
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Table 11.54

Summary of Changes to Pilot Trial Battery Versions of Assessment of
Background and Life Experiences (ABLE) and Army Vocational Interest
Career Examination (AVOICE)a

Inventory/Scale Name Changes

ABLE-Total Decrease from 270 to approximately
209 items.

AVOICE-Total Decrease from 309 to approximately
214 items.

AVOICE Expressed Interest Scales Drop.

AVOICE Single Item Holland Scales Drop.

AVOICE Agriculture Scale Drop.

Work Environment Preference Scales Move to criterion measure booklet
(delete from AVOICE booklet).

a In addition to the changes outlined in this table by inventory scale, It
was recommended that all ABLE item response options be standardized as
three-option responses and all AVOICE item response options be standardized
as five-option responses.

Time constraints required a 26% reduction in the total number of ABLE
and AVOICE items. The goal was to decrease items on a scale-by-scale basis,
while preserving the basic content of each scale. The strategy adopted to
accomplish this ftr each scale was to:

1. .Sort items into content categories.

2. Rank order items within cate~nry, based on item-Scale correlations.

3. Drop Items in each category with the lowest itemi-scale correlations
until desired number of items for that scale had been deleted.

The total number of AVOICE items was decreased from 309 to 214.
Thirty-eight of these 214 are items on the Work Environment Preference
scales. It was decided to take this whole section out of the AVOICE booklet
and include it in one of the criterion measure 5ooklots, where a bit more
administration time was available.

A decision was also made to delete the Agriculture scale, the six
single-item Holland scales, and the eight Expressed Interest items.
Reductions made on the remaining AVOICE scales were accomplished using the
same strategy as that for the ABLF, decreasing scale lengths while preserving
heterogeneity.

1115



Descriptioil of the Trial Battery and Summar, Comments

Table 11.55 shows the final array of tests for the Trial Battery. These
are the measures that were the product of the revisions just described.

The Trial Battery was designed to be administered in a period of 4 hours
and was used during the Concurrent Validation phase of Project A, in which
data collection began in FY85. Data collected in that phase will allow the
first look at the vallilty of Trial Battery measures against job performance
criteria. It will also allow replication, on A much larger sample, of many
of the analyses described in the development and testing sections presented
in this report.

Table 11.55

Description of Measures in the Trial Battery

Time Limit
COGNITIVE PAPER-AND-Pl:?NCIL TESTS Number of Items (minutes)

Reasoning Test 30 12
Object Rotation Test 90 7.5
Orientation Test 24 10
Maze Test 24 5.5
Map Test 20 12
Assembling Objects Test 32 16

COMPUTER-ADMINISTERED TE$TS Number of Items Approximate Time

Demographics 2 4
Reaction Time I 15 2
Reaction Time 2 30 3
Memory Test 36 7
Target Tracking Test 1. 18 8
Perceptual Speed and Accuracy Test 36 6
Target Tracking rest 2 '18 7
Number Memory Test 28 10
Cannon Shoot Test 36 7
Target Identificatio;n Test 36 4
Target Shoot Test 30 5

NON-COGNITIVE PAPER-AND-PENCIL
INVENTORIES Number of Items Approximate Time

Assessment of Background and Life 209 35
Experiences (ABLE)

Army Vocationa'i Interest Career 176 20
Examination (AVOICE)
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Part III

CRITERION DEVELOPMENT

The sections included in Part III describe the develop-
ment work for each major criterion measure, the revisions
made on the basis of pilot data, the procedure used for the
major criterion field tests, the results of the field tests,
and the final revisions made on the basis of those results
for use in Concurrent Validation.
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Section 1

INTRODUCTION TO CRITERION DEVELOPMENT

The overall goals of training and Job performance (i.e., criterion)
measurement in Project A are to define the total domain of performance in
some reasonable way and then develop reliable and valid measures of each
major factor. The specific measures are to be used as criteria against which
to validate selection and classification tests and are not intended to serve
as operational performance appraisal methods. That Is, the research
participants will be informed that these performance measures are not part of
their formal performance appraisal and will not he entered into their
personnel file. However, this does not mean that the Project A measures
cannot be modified to serve as useful operational performance appraisals in
future contexts; we certainly hope that they can be.

The general procedure for criterion development in Project A followed a
basic cycle of a comprehensive literature review, conceptual development,
scale construction, pilot testing, scale revision, field testing, and
proponent (management) review. The specific measurement goals are to*

* Make a state-of-the-art attempt to develop job sample or "hands-on"
meastures of job task proficiency.

s Compare hands-on measurement to paper-and-pencil tests and rating
measures of proficiency on the same tasks (i.e., a multitrait,
multImethod approach).

# Develop rating scale measures of performance factors that are common
to all first-tour enlisted MOS (Army-wide measures).

s Deviflop standardized measures of training achievement for the purpose
of determining the relationship between training performance and job
performance.

Given these intentions, the criterion development effort focused on
three major methods: hands-on job sample tests, multiple-choice knowledge
tests, and ratings. The bhaviorally anchored rating scale (BARS) procedure
was extens'ively used in developing the rating methods.

Modeling Performance

The development efforts to be described were guided by a parti'cular
"theory" of performance. The intent was to proceed thr'ouigh an almost con-
tinual process of data collection, expert review, and model/theory revision.
Two iterations of this procedure are described in this report. The basic
outline of the initial model is described in the following paragraphs.
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Multidimensionality

A first basic point that should generate no argument is that Job perfor-
mance is multidimensional. There is not one attribute, one outcome, one
factor, or one anything that can be pointed to and labeled as Job perfor-
mance. It is perhaps a bit more arguable to go on from there and assert that
Job performance is a construct (which implies a "theory" of performance), and
is manifested by a wide variety of behaviors, or things people do, that are
judged to be important for accomplishing the goals of the organization. For
example, a manager could make contributions to organizational goals by work-
ing out congruent short-term goals for his subordinates, and thereby guiding
them in the right direction, or by praising them for a job well done, and
thereby increasing subsequent effort levels. Each of these activities
probably requires different knowledges and skills, which are in turn most
likely a function of different abilities.

Consequently, for any particular Job, one fundamental task of perfor-
mance measurement Is to describe the basic factors that comprise perfor-
mance. That is, how many such factors are there and what Is their basic
nature?

Two General Factors

For the population of entry-level enlisted positions in the Army, we
postulated that there are two major types of Job performance factors. The
first is composed of performance components that are specific to a particular
Job. That is, measures of such components would reflect specific technical
competence or specific Job behaviors that are not required for other Jobs.
For example, typing correspondence would be a performance component for an
administrative clerk (HOS 71L) but not for a tank crewman (010S 19E). We have
called such components "MOS-specific" criterion factors.

The second type of performance includes components that are defined and
measured in the same way for every job. These have been referred to as
"Army-wide" criterion factors. Examples might be performance on the common
tasks for which every soldier is responsible or proficiency in peer
leadership.

For the HIOS-specific components we anticipated that there would be a
relatively small number of distinguishable subfactors (or constrlcts) of
technical performance that would be a function of different abilities or
skills and that would be reflected by different task content. The criterion
construction procedures were designed to identify technical performance
factors that reflected different task content.

The Arwiy-wide concept incorporates the basic notion that total perfor-
mance is much rmore than task or technical proficiency. It might include such
things as contribution to teamwork, continual self-development, support for
the norms and customs of the organization, and perseverance in the face of
adversity. A much more detailed description of the initial working model for
the Army-wide segment of performance can be found in Corman, Miotowidlo, Rose,and Hanser (187a).
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In sum, the working model of total performance with which the project
began viewed performance as multidimensional within the two broad categories
of factors or constructs. The Job analysis and criterion construction
methods were designed to "discover" the content of these factors via an
exhaustive description of the total performance domain, several iterations of
data collections, and the use of multiple methods for identifying basic
performance factors.

Factors Versus a Composite

Saying that performance is multidimensional does not preclude using just
one index of an individual's contributions to make a specific personnel
decision (e.g., select/not select, promote/not promote). As argued by
Schmidt and Kaplan (1971) some years ago, it seems quite reasonable for the
organization to scale the importance of each major performance factor
relative to a particular personnel decision that must be made, and to combine
the weighted factor scores into a composite that represents the total contri-
bution or utility of an individual's performance, within the context of that
decision. That is, the way in which performance information is weighted is a
value Judgment on the organization's part. The determination of the specific
combinational rules (e.g., simple sum, weighted sum, non-linear combination)
that best reflect what the organization is trying to accomplish is in large
measure a research question.

In sum, it makes sense to assert that performance in a particular job is
made up of several relatively independent components and then ask how each
component relates to some continuum of overall utility. It is quite possible
for people with different strengths and weaknesses on the performance factors
to have very similar overall utility for the organization.

A Structural Model

If performance is characterized in the above manner, then a more formal
way to model performance is to think in terms of its latent structure. The
usual common factor model of the latent structure is open to criticism
because all of the criterion (i.e., performance) measures may not be at the
same level of explanation or they may be so qualitatively different that
putting them into the same correlation matrix does not seem appropriate. For
example, combining the dichotomous variable stay vs. leave (voluntarily) with
a hands-on job performance test score seems like a strange thing to do.
Also, two criteria may not be functionally independent. One might be a cause
of another; for example, individual differences in training performance may
be a cause of individual differences in Job performance.

Considerations such as the above have led some people to propose
structural equation modeling as a way to portray the criterion space and the
associated predictor space more meaningfully (e.g., Bentler, 1980; James,
Muliak, & Brett, 1982).

From this perspective, the aims of criterion analysis are to use all
available evidence, theory, and professional judgment to (a) identify the
variables that are necessary and sufficient to explain the phenomena of
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interest, and (b) specify the nature of the relationships between pairs of
variables in terms of whether they 1) are correlated because one is a cause
of another, 2) are correlated because both are manifestations of the same
latent property, or 3) are independent. The more explicitly the causal
directions and the predicted magnitude of the associations can be specified,
the greater the potential power of the model. That is, it more clearly out-
lines the kinds of data to be collected and the kinds of analyses to be done,
and it provides a much more explicit framework within which to interpret
empirical results.

'Within the structural equation framework there are two general kinds of
models, one dealing with manifest variables (operational measures) and one
with latent variables (constructs). The most thorough portrayal of a domain
presumably involves both; certainly in Project A we have assumed that it
does. The proposal and research plans have dealt explicitly with criterion
constructs and criterion mteasures. What we really want to model, in terms of
identifying the necessary and sufficient variables and their causal inter-
relationships, are the more "fundamental" underlying constructs. What we in
fact will have are operational measures that represent the constructs.

A few points--some general, some specific--should be made about this
view. First, it is true that we simply know a lot more about predictor con-
structs than we do about job performance constructs. There are volumes of
research on the former, and almost none on the latter. For personnel
psychologists it is almost second nature to talk about predictors in terms of
constructs. However, investigation of Job performance constructs seems to
have been limited to those few studies dealing with synthetic validity and
those using the critical incidents format to develop performance factors.
Relative to the latter, the occupations receiving the most attention have
been managers, nurses, firefighters, police officers, and perhaps college
professors (cf. Landy & Farr, 1983). Relatively little attention has been
given to conceptualizing performance in clerical, technical, or skilled Jobs.

Second, the usual textbook illustration of a latent structural equation
model (e.g., James et al., 1982) shows each latent variable being represented
by one or more manifest operational measures. However, in our situation,
just as it is easy to think of examples where a predictor test score could be
a function of more than one latent variable (e.g., the score on computerized
two-hand tracking apparatus could be a function of several latent psychomotor
"factors"), the same will be true of criterion measures. Most of them will
not be unidimensional.

Third, we would be hard-pressed to defend placing the criterion vari-
ables on some continuum from immediate to intermediate to ultimate as a means
for portraying their relative importance or functional interrelationships.
For example, although there are good reasons for developing hands-on perfor-
mance measures, we would not be willing to defend hands-on performance scores
as the "most ultimate" measure.
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Unit vs. Individual Performance

Finally, people do not usually work alone. Individuals are members of
work groups or units and it is the unit's performance that frequently is the
most central concern of the organization. However, determining the individ-
ual's contribution to the unit's score is not a simple problem. Further,
variation in unit performance is moest likely a function of a number of
factors besides the "true" level of performance of each individual. The
quality of leadership, weather conditions, or the availability of spare parts
are examples of such additional sources of variation in unit performance. In
addition, there probably are, somewhere, interactions between the character-
istics of individuals and the characteristics of units or situations.

For two major reasons, Project A has not incorporated unit effectiveness
In its model of performance. First, the project Is focused on the develop-
ment of a new selection/classification system for entry-level personnel and
is concerned with improving personnel decisions about individuals, and not
units. The task is to maximize the average payoff per individual selected.
The Army cannot make differential assignments based on differences -in
weather, leadership climate, and so on. Future conditions cannot be
predicted with any certainty and during a tour of duty an individual will
serve In several different units. Consequertly, personnel assignments must
be optimal when averaged across all such conditions. Dy design, they should
not take situational interactions into account. Operationally, these sources
of variation must be dealt with by other means (e.g., leadership training).
However, in a research context, Project A is attempting ,to investigate these
additional sources of variation via a systematic description of the work
environment. The Army Work Environment Questionnaire (Olsen, Borman,
Robertson, & Rose, 1984) asks Job incumbents to describe 14 dimensions of
their job situation using a 44-item questionnaire.

The second major reason for not using unit performance as a criterion is
the prohibitive cost. It simply was not possible to develop reliable and
valid field exercises for assessing unit performance in a representative
sample of MOS within a reasonable time frame. In isolated instances it might
be possible to take advantage of regularly scheduled exercises or use
existing perr'ormance veords that a particular unit (e.g., maintenance depot)
might keep. However, it proved not possible to obtain such data in any
sstematic way. Even if it could be done, it would not he easy to establish
the correspondence between individual performance and unit effectiveness.

What we have chosen to do is to try to identify the factors, or means,
by which individuals contribute to unit performance and to assese individual
performance on those factors via rating methods. At the same time we are
attempting to determine how much of the variance in individual performance is
accounted for by the situational characteristics assessed by the Army Work
Env ýronment Questionnaire.

Plan for Part III

With the above discussion as background, we now turn to describing the
development steps for each of the major performance measures. Once the
initial array of criteria hi been described, the procedures and results of
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the full-sc.ale criterion field tests will be summarized. Finally, the revi-
sions of the performance measures that were made on the basis of the field
test results and the reviews by the Army proponents will be outlined.

At that point the final array of performance measures to be used in the
Concurrent Validation will have been established. Again, it is the intent of
the project that, within the limits of its money and time, this array will
describe the entire performance space and utilize all, feasible means of
assessing performance.

I"
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Section 2

DEVELOPMENT OF MEASURES OF TRAINING SUCLESS1

The purpose of this section is to describe the development of the
achievement tests used to measure training success for the 19 MOS in the
Project A sample. The tests were developed in three batches (A, B, and Z).
Batch A and Batch B are defined as described in Part I and Batch Z is com-
posed of the remaining 10 MOS. The complete lineup is shown in Table 111.1.
The methods used to develop materials for the three batches were essentially
the same except for modification, as described below, to take advantage of
experience with prior batches. All measures were pilot tested with a sample
of 50 soldiers at the conclusion of Advanced Individual Training (AIT).
Batches A and B were also field tested with Job incumbents; the tests in
Batch Z were not.

The Measurement Model

The Construct of Training Success

The Project A Research Plan defines training success in terms of the
Individual trainee's achievement. The original Statement of Work used the
term in a similar way, that is, to refer to specific training measures taken
on soldiers in the course of training, such as those included in the TRADOC
Educational Data System (TREDS) and the Automated Instruction Management
System (AIMS). Hany of these measures include both hands-on and cognitive
instruments.

Training success encompasses both the outcomes of formal tr!inling and
organizational socialization. Organizational socialization is defined as the
way in which soldiers accommodate to their role as soldiers and "learn the
ropes," such as the attitudes, standards, and patterns of behavior expected
of soldiers in general and of soldiers in an assigned MOS. Organizational
socialization Is achieved through formal training, of course, but it also
is developed through a variety of tactics outside of the regular classroom,
including role modeling, drill, stressful experiences, NCO leadership, and
other practices designed to produce appropriate military attitudes.

A wide variety of potentially useful measures either are available or
could be created to assess three major elements of training success: (a) the
knowledge component, (b) the hands-on, or performance, component, and c the
organizational socialization component. The achievement tests, described

t

IThis section is based primarily on an ARI Technical Report 757, Development
and Feld Test of Job-Relevant Knowledge Tests for Selected MOS, by4.
Robert H. Davis, Gregory A. Davis, John F y7 a-"and Maria Veronica
de Vera, and a supplementary ARI Research Note, in preparation, which
contains the report appendixes.
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below, are designed to measure the knowledge component ot formal training
experience, specifically AIT. This component of training success includes
two types of knowledge: (a) knowledge about the job, as taught in AIT, and
(b) knowledge about a wide range of "common skills" that cut across all MOS
and that all soldiers are expected to know.

Table 111.1.

Military Occupational Specialties (MOS) Included in Batches A, B, and Z

Batch A Batch B

138 Cannon Crewman 118 Infantryman
64C Motor Transport Operator 19E Armor Crewman
71L Administrative Specialist 31C Radio Teletype Operator
958 Military Police 638 Light Wheel Vehicle Mechanic

91A Medical Specialist

Batch Pz

12B Combat Engineer
16S MANPADS Crewman
27E TOW/Dragon Repairr
51B Carpentry/Masonry Specialist
54E NBC Specialist
55B Ammunition Specialist
67N Utility Helicopter Repairer
76W Petroleum Supply Specialist
76Y Unit Supply Specialist
94B Food Service Specialist

19K M1 Abrams Armor Crewmanb

,a Not field tested with job incumbents.

bDeveloped for longitudinal validation; not included in the Concurrent
Validation.

Relationship Between Training Content and Job Content

Within the military, there is a very close relationship between training
content and tasks performed on the Job. Skill Level I soldiers within tny
given MOS may work at quite different Jobs--that is, Jobs that emphdsize dif-
ferent skills--but it is almost always the case that the kr;owledges and
skills necessary for the performance of a job at Skill Level I are taught in
AIT. As a matter of doctrine training must be job-related, arid in developing

",T,
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training objectives and materials Army personnel make every effort to ensure
that they are job-related. As a result, if a content-valid test is created
based on curricular materials alo~ne, one can assume that most of the items
will be job-related. While school curricula do sometimes include topics or
tasks that are unrelated to the job, this -is the exception rather than the
rule.

Classes of Items

It seems clear that some trainees learn Important Job skills that are
not taught In the schools. As a result of extracurricular activities, out-
side study, generalization, or all three, a trainee may develop some job
skills in the school setting that are not taught as part of the curriculum .
From the perspective of criterion development, one might hypothesize that the
exceptional --that Is, most successful--trainee Is one who goes beyond the
formal curriculum, and learns such knowledge and skills. in education, the
jargon term for this phenomenon Is incidental learning.

Similarly, military training performance Is predictive of later military
Job performance because (a) training performance reflects general learning
ability (and hence identifies who wil Iacquire knowledge on the job), (b) the
information acquired in training is itself a significant factor in job
performance, or, more likely, (c) both. Accordingly, we constructed two
subsets of test items--one reflecting training content and the other Job
content. Where a sufficient number of test items could be developed for both
classes, scores on the two types of items may shed light on the r elationships
between success in training and success on the jolb. That Is, is 4he
correlation between training performance and Job performance a function of
achievement during training, incidental learning during training, or
individual differences in basic abilities that are present before training
starts?

The Meaning of Content Validity

Although definitions of content validity differ, the literature stresses
three critical components: clarity of the content domain, representativeness
of content, and relevance of content.

By dowain clarityv, we mean that the content domain should be defined
unenibicu6uff-iy-. E-r-ssi nTally, this m~eans that the boundaries of the domain

* from wh ich test content I., drawn should be clearly defined and understood.
Experts may differ as to the appropriate boundaries, and the differences may
become matters of disagreement in the course of test construction. But once
the boundaries are defined, experts should be able to agree as to whether or
not itemis fall Inside or outside of those boundaries. At the outset, we

*operationally defined -the content domain in the following way. For training
content, the doinain was described by Programs of Instruction (1101s) lesson

plans , technical publications, Soldier's flanuals, and the Common Ta sk
Manual. For the job, content was specified by Army Occupational Surveys
(AOSPs) techn icalI publications, Soldier's ManualIs, and the Common Taský
ManualI. r
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The issue of content representativeness refers to the question of
whether the domain has been adequately sample. Operationally, establishing
content representativeness involves a strategy for arriving at Item budgets,
that is, budgets for the number of items on a test to cover different parts
of the domain. When people disagree about such matters, the question is
normally resolved in terms of the level of expertise of those making the
decision. In the case of the Project A achievement tests, the procedure for
developing item budgets as representative samples of training and job content
was determined by test construction experts (i.e., project staff) but the
content of the budget was evaluated by subject matter experts (job incumbents
and trainers--SME).

It is the SHE evaluations that provide the judgments of content rele-
vance. In the narrowest sense, we may simply ask whether or not speccific
tems are relevant to the two facets of the content domain already identi-
fied, that is, training achievement and Job performance. The question may
also be extended to explore the relevance of items under different circum-
stances or scenarios (e.g., peacetime, readiness, and combat). How this was
accomplished is described later in this section.

Test Development Procedure

The principal steps in the construction of the training achievement

tests were as follows:

1. Development of the initial item pool

2. Review by job incumbents

3. Review by school trainers

4. Administration to trainees

5. Preparation of the item pools for administration to job incumbents

6. Administration to job incumbents (Field Tests, Batches A and B only)

7. Review by TRADOC proponent agencies

C. Preparation of the item pools for administration to job incumbents
in the Concurrent Validation.

Each of these steps is described briefly below. Although each test went
through many revisions during this process, it is perhaps easiest to think in
terms of the three versions shown in rigure Ii?.1: (a) the initial item
pool, (b) the version administered to incumbents in the field test, and (c)
the version administered to incumbents in the Concurrent Validation. Figure
I11.] also summarizes the differences in developmental procedures between
Batches A/0 and Patch Z.

Ill-s,
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Procedures were modifie4 somewhat on the basis of experience as the
tests were developed. For example, all item pools were reviewed by groups of
SMEs. However, after the first few group reviews, it was apparent that a
preliminary review by one SME for accuracy, correct use of technical
language, currency, and appropriateness could greatly facilitate the group
review. Accordingly, this step was introduced in the process. Similarly, as
reviews progressed, a concern for racial and gender balance within SME groups
led to the development and implementation of guidelines for taking racial and
gender aspects into account in assigning SMEs to review groups. A second
informal review was scheduled for all items that had been reviewed before the
implementation of the guidelines.

Development of the Initial Item Pool

Development of the item pool for each MOS involved three elements:
refinement of the AOSP task ;ist, calculation of a test item budget, and item
drafting itself.

Refinement of the AOSP Task List. The Army Occupational Survey Program
uses a questionnaire checL'ist of several hundred items to survey job
incumbents about specific job tasks that they do or do not perform. Related
tasks are combined into duty areas on the basis of expert judgment by the job
proponent. The number of duty areas in each of the In MOS included in the
prese~it study ranged from 15 to 23. One of the key statistics reported as
part of the AOSP is the percentage of soldiers at different skilI levels who
are performing the task activity. As described below, this statistic was
used to prepare a test item budget prior to drafting items.

Before the AOSP reports were used, however, several actions were taken
to refine the item information. For Batches A and D, the AOSP task lists
were edited as follows:

* Ninety-nine percent confidence intervals were computed for the mean
percentage performing all tasks. Tasks with a very low percent
performing (equal to or less than the lop.er boundary of the
confidence interval) were deleted frum consideration.

* The remaining task statements were then re'iewed by four to six
SMEs (experienced NCOs in that MOS) to:

-- Delete AOSP statements for any of three reasons! They were no
longer part of the job due to changes in doctrine or equipment;
they were not really tasks, and should not have been included ir
the AOSP listing (e.g., administrative labels that were
misconstrued as tasks); or they were sets of tasks (i.e., they
contained only individual tasks that were already in the domain).

-- Confirm the project staff's grouping of AOSP task statements
into the task specified in the Soldier's Manual.

Calculation of Item Budgets. To ensure that the content of item pools
were representative of tasks performed and that it covered the entire MOS
rather than aspects easiest to write items about, an item budget was drafted
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based on the duty areas into which the AOSP survey is divided. As noted
above, the nuber of duty areas in the 19 AOSP surveys analyzed ranges from
15 to 23. It was expected that during tryout, revision, and field testing,
items would be eliminated from the pool because of faulty construction or
lack of discriminatory or predictive power. To allow for item attrition, the
initial target was 225 draft items for each MOS, even though the final
version of the ten;t was expected to be closer to 150 items. Survey data on
percentage performing were used in building the budget as. described below.

Step 1--Determine the match between AOSP duty areas and training
objectives. . matrix was prepared to display the duty areas of the AOSP
versus the subdivisions of the POI, each of which covers a number of training
objectives. Three outcomes were possible: (a) some duty areas matched Army
training lessons completely; (b) some duty areas did not match any training
lesson; (c) some training lessons did not match any duty area. The majority
of the item bidget, 200 items, was allocated to the first two categories.

Step 2--Distribute the first 200 items. To determine a target number of
items for each duty area, the 200 items budgeted to the job performance
domain were distributed across the duty areas in proportion to the mean
percentage of incumbents reporLed by the AOSP as performing the tasks that
composed the duty area.

Within each of the AOSP duty areas, items were budgeted in proportion to
how much thEy were emphasized in training: The greater the overlap between
the AOSP ta!;ks (within a duty area) and the training objectives (within the
POI), the more items were written to represent job/training content.

The remaining items (out of the original 200) were essigned to job-only
content. For example, if 20 items were assigned to a duty area and the duty
area had a total of eight tasks, six of which matched objectives on the POI,
then 15 (6/8 x 20) training/job items and 5 job-only Items (15 + 5 a 20)
would be written for the task.

Step 3--Distribute the remaining items (25 or fewer). The remainder of
the item budget for a given 10os was reserved for items not related to any
area of the AOSP task list, but covering training content as defined by the
POI. Within the portion of the training performance domain that did not
match any portion of the job performance domain, the allocation of test Items
was based on the amount of training time devoted to particular content.

Drafting of Items. After item budgets were established, written

materials doaling with job training activities were examined for information
that could be transformed into multiple-choice test items. Four sources were
used: the AGSP task lists, training materials (POIs,, lesson plans, lesson
guides, etc.), technical publications (Army regulations, Technical Manuals,
Field M1anuals, etc.), and the Scldier's Manual for each 1OS. The Soldier's
Manual is a description of the tasks that each MOS holder is to have mastered
to be considered qualified at a given skill level.

Using these various documents and the item budgets, multiple-choice
Iteris were drafted for all MOS. The item-writing group included the research
staff, a retired Army lieutenant colonel, and other contract item-writers.
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Review by Job Incumbents

To prepare the item pool for review by a panel of job incumbents, the
pool was first reviewed hy one subject matter expert, usually a senior
officer, who purged the item pool of its more glaring faults. The items were
then reviewed by Job incumbents, which required a series of site visits. On
each visit, incumbents reviewed the items for technical accuracy and
appropriate vocabulary, and rated item content for importance and relevance
to Skill Level 1 soldlers.

The entire line-u:" of SMEs for the various review stages is shown in
Table 111.2. Analysis indicated that minority groups were adequately
represented in the SME samples. For example, Table 111.3 shows the expected
and observed frequencies of SMEs by race, compared to the percentage of
active duty soldiers in the Army in each racial category.

Table 111.2

Number of Subject Matter Experts Participating in Training
Achievement Test Reviews, and Locations of Reviews

Refinement of Job Incumbent School Trainer
Task List Review Review

No. o? 'o. of N57-6-o of
MOS SME Location SME Location SME Location

Batch A
138 5 Fort Ord 7 Fort Ord 7 Fort Sill
64C 4 Fort Ord 4 Fort Ord 6 Fort Dix
71L 4 Fort Ord 6 Fort Ord 6 Fort ,Jackson
95B 5 Fort Ord 8 Fort Sill/Dix 10 Fort McClellan

Batch B
118 5 Fort Ord 5 Fort. Ord 6 Fort Benning
19E 5 Fort H. Liggett 5 Fort H. Liggett 6 Fort Knox
31C 5 Fort Ord 5 Fort Ord 6 Fort Gordon
63B 5 Fort Ord 5 Fort Ord 6 Fort Dix
91A 5 Fort Ord 5 Fort Ord 6 Fort Sam Houston

Batch Z
12B 5 Fort Ord 6 Fort Lewis 6 Fort L. Wood
16S 5 Fort Ord 5 Fort Lewis 6 Fort Bliss
27E 4 Fort Ord 6 Fort Lewis 6 Redstone Arsenal
51B 4 Fort Ord 4 Fort Lewis 4 Fort L. Wood
54E 5 Fort Ord 5 Fort Lewis 5 Fort McClellan
55B 5 Fort Ord 6 Fort Lewis 5 Redstone Arsenal
67N 5 Fort Ord 6 Fort Lewis 6 Fort Rucker
76W 5 Fort Ord 6 Fort Ord 6 Fort Lee
76Y 5 Fort Ord 6 Fort Ord 6 Fort Lee
94B 5 Fort Ord 8 Fort Sill/Dix 10 Fort McClellan

19K 7 Fort Knox 10 Fort Knox
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Table 111.3

Distribution of Soldiers in Four Race Categories,
Army-Wide and Among Subject Hatter Expert Reviewers
for Training Achievement Tests

Army-Wide Expected Observed
Percent Frequency Frequency

Race Active Dutya in SME Sample in SME Sample

Caucasian 61.8 142.8 121
Black 30.5 70.4 74
Hispanic 4.0 9.2 33
Other 3.7 8.6 3

231

aSource: Dr. Mark J. Eltelberg, personal communication.

Item quality. To establish the technical accuracy an6 appropriateness
of the draft items, job incumbents were asked:

e Would the item be clear to someone taking the test?
e Is the option indicated really the correct answer?
* Is there more than one correct option?
* Are the distractors realistic and believable?
o Is each technical term commonly used and easily understood?
* Are there other commonly used terms that should be included to make

the questions clearer?

Items were then revised in accordance with the responses from incumbents.

Importance Ratings. Incumbents were next asked to rate the importance
of each item in three different contexts: combat (Scenario 1), combat
readiness (Scenario 2), and garrison duty (Scenario 3). The scenarios used
to describe these three contexts are shown in Figure 111.2. A 5-point scale
ranging from "Very Important" (5) to "Of Little Importance" (1) was used to
collect Importance ratings.

Table 111.4 shows the mean item importance under each of the three
scenarios. Also shown are the interrater reliabilities for the pooled
ratings. The "item pool" is defined as those items that were taken to
incumbents for the importance ratings--that is, the first version of the
test.
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1) Your unit is assigned to a U.S. Corps in Europe. Hostilities have broken
out and the Corps combat units are engaged. The Corps mission is to
defend, then reestablish, the host country's border. Pockets of enemy
airborne/heliborne and guerilla elements are operating throughout the
Corps sector area. The Corps maneuver terrain is rugged, hilly, and
wooded, and weather is expected to be wet and cold. Limited initial and
reactive chemical-strikes have been employed but nuclear strikes have not
been initiated. P'" parity does exist.

2) Your unit is deployed to Europe as part of a U.S. Corps. The Corps
mission is to defend and maintain the host country's border during a
period of increasing international tension. Hostilities have not broken
out. The Corps maneuver terrain is rugged, hilly, and wooded, and
weather is expected to be wet and cold. The enemy approximates a
combined arms army and has nuclear and chemical capability, Air parity
does exist. Enemy adheres to same environmental and tactical constraints
as does U.S. Corps.

3) Your unit is stationed on a post in the Continental United States. The
unit has personnel and equipment sufficient to make it mission capable
for training and evaluation and installation support missions. The
training cycle includes periodic field exercises, command and maintenance
inspections, ARTEP evaluations, and individual soldier training/SQT
testing. The unit participates in post installation responsibilities
such as guard duty and grounds maintenance and provides personnel for
ceremonies, burial details, and training support to other units.

Figure 111.2. Alternative scenarios used for Judging importance
of tasks and items for training achievement tests.

J)
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Two points about the ratings data are worth highlighting. First, a
relatively large percentage of the items were rated as very important.
Second, when imporLance ratings under the three scenarios are compared, a
lower percentage of items were rated as very important when using the combat
scenario than when using the garrison scenario (33.1 vs. 43.1%) and a higher
percentage of icems were considered to be of little importance (22.8 vs.
11.2%). A 2 x 2 contingency table comparing item frequencies (Garrison &
Combat vs. Rating I & 5) yields a chi-square of 224.09, p a .004.

Mean interrater reliabilities were reasonably high for the combat and
combat readiness scenarios, .74 and .71 respectively, but somewhat lower for
the garrison scenario, .60.

RelevanceRatings. To establish the relevance of the draft test items,
incumbents were asked, "Do Skill Level 1 personnel in this MOS need to use
this knowledge on the job?" It was recognized that an MOS comprises many
jobs, or duty positions, and that incumbents In different duty positions
might disagree about item relevance because they defined the job different-
ly. The procedure followed was to favor inclusion. If any one respondent in
the group asserted that the knowledge was required for Job performance, then
the item was flagged as Job-relevant.

A by-product of the total review was the identification of tasks or duty
areas that were not included in the AOSP data but were part of incumbents'
responsibilities or that were included in the AOSP report but were no longer
part of the MOS. Some items were drafted for the former category after the
site visit. To maintain the relative distribution of items across duty
areas, additional items were also drafted to replace discarded items.

Review by School Trainers

The item pool was also reviewed by trainers at one of the training sites
for the r10S. As with the review by Job incumbents, tV trainers reviewed
items for technical accuracy and appropriate vocabulary, and rited item con-
tent for importance and relevanre. It was during such site visits that pilot
tests were conducted with trainees, as described in the next subsection.

To obtain a measure of item importance from the trainers' point of view,
SMEs were Civen the following instructions:

Look at each of the test questions and ask yourself how
important It is that a trainee in the course learn the
knowledge represented by this question.

Trainers used the same scale is incumbents to rate item importance. Table
111.5 shows the mean rating for items in the item pool. The table also
contains interrater reliabilities for all MOS.

Overall, trainers tended to rate items significantly higher than did
incumbents. Mean importance rating by trainers for the pool was 4.18 (median
S4.03) while the mea,: of the means across scenarios for incumbents on the
initial item pool was 3.52 (median - 3.58) (Wilcoxon Z - 3.3R, - .001;.
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This same trend appears in the proportions of items rated very important and
of little importance. Trainers rated a mean of 54.4% of the items in the
item pool as very important, compared with incumbents who gave a rating of
very important to 33.1% of the items on the combat scenario and 43.1% of the
items on the garrison scenario. Incumbents rated 22.8% of the items as being
of little importance on the combat scenario and 11.2% on the garrison
scenario; trainers, however, rated only 4.1% of the items as of little
importance.

Table 111.5

Mean Item Importance if Ratings by Trainers
(Initial Item Pool for Training Achievement Tests)

Pumber

Mean Interrater
MOS Raters Items Rat inga Reliabilitj

Batch A
13B 6 297 4.4 .72
64C 7 215 4.2 .7s
71L 5 122 3.P .05
95B 5 122 4.7 .50

Batch B
lIB 7 200 3.8 .52
19E 6 214 4.0 .64
31C 6 192 3.7 .69
63B 6 238 3.3 .61
91A/B 6 299 3.9 .81

Batch Z
12F 6 221 4.0 .87
16S 5 208 4.1 .61
27E 6 219 4.0 .73
51B 4 218 4.8 .57
54E 6 220 3.9 .66
558 6 227 4.7 .32
67N 4 215 4.5 .8 I
76W 3 214 4.7 .00
76Y 6 132 5.0 .32
940 6 200 3.8 .68

19K 6 202 4.1 .75

aRated on a five-point scale from "Of Little Importance" (1) to "Very
Important" (5).
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Mean trainer interrater reliability across MOS was .58 (median = .62).
This compares with a mean of .67 for incumbents (median - .70) across all
three scenarios.

To establish the relevance of the draft test items to training, trainers
were asked the following:

Can trainees be expected to have the knowledge represented
in the items as a result of training?

As with Job relevance, the procedure favored inclusion; If any one of
the trainers responded affirmatively, then the item was flagged as training-
relevant. At this point, relevance data were available for all items with
respect to the Job alone (from SME incumbents), training alone (from SME
trainers), or both. Where the two judgments overlapped, items were con-
sidered relevant to both job and training. Items added in subsequent
revisions afteM these judgments were made were not rated for relevance.

Table 111.6 is based on relevahice data obtained from job incumbents and
from trainers and shows the distribution of the various classes of items for
each MOS on the pilot test administered to trainees In the schools. The Not
Rated category consists of items added to the pool after relevance ratings
had been collected. Percentages have been computed for the Job-Only,
Training-Only, and Job-and-Training categories, using the total of these
three as the divisor.

As would be expected, many more items were rated as Job-and-Training
(2,843 or 75.5%) than as either Job Only (676 or 17.9%) or Training Only (249
or 6.6%). Also, there are substantial differences in the range of items in
these three categories. Of particular interest is the comparison between Job
Only (range • 0-78) and Training Only (range a 0-140). The large range for
Training Only is accounted for solely by MOS 91A; without this one MOS the
range would be 0-91. MOS 91A is the designation for Medical Specialists, and
incumbents appear to believe that many Items which trainers consider relevant
are not relevant to the job.

Given the doctrinal emphasis on relating training to the job, it is not
surprising that (with the exception of MOS 91A) few items were rated as
Training Only, despite the effort on the part of the item writers to create
such items, C

Adminstration to Trainees

After review by job Incumbents and trainers, test items were adminis-
tered to groups of trainees in their last week of training. A sample of
crainees was also interviewed after the test to obtain information about the
clarity and comprehensibility of the items. Specific questions included the
follnwing:

s Did you have any difficulty understanding the question? Were there
any words or phrases which were difficult to understand?
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Table 111.6

Number and Percentage of Items Rated Relevant to Job and Training
(Initial Item Pool for Training Achievement Tests)

Job
Training and Not Not

Job Only Only Trainng Relevant Rateda
4og N N I niN N

Batch A
13B 70 41.4 5 3.0 94 56.6 6 62
64C 78 36.8 0 0.0 134 63.2 0 16
71L 42 34.4 4 3.3 76 62.3 0 0
958 64 31.5 8 3.9 131 64.5 11 20

Batch B
l1B 68 39.5 14 8.1 90 52.3 21 25
19E 32 16.2 9 45.7 156 79.2 2 5
31C 47 26.3 15 8.4 117 65.4 5 8
638 48 23.0 8 3.8 163 73.2 2 4
91A 0 0.0 140 54.9 115 46.1 3 6

Batch Z
12B 7 3.4 0 0.0 197 96.6 0 23
16S 11 5.4 0 0.0 191 94.6 0 6
27E 1 0.6 19 9.3 186 90.2 0 15
51B 0 0.0 0 0.0 202 100.0 0 16
54E 0 0.0 1 0.5 207 99.5 0 15
55B 0 0.0 5 2.4 206 97.6 0 16
67N 1 0.5 0 0.0 208 99.5 0 8
76W 68 31.8 12 5.6 134 62.6 0 0
76Y 78 39.2 0 0.0 121 60.8 0 1
948 61 31.1 9 4.6 126 64.3 8 2

Total 676 17.9 249 6.6 2,843 75.5 60 247

altems added to the pool after relevance ratings had been collocted.

o Do you agree with the correct answer? Is there a better way to state
the answer?

o (For items derived from tasks performed in training) Is It necessary
to know the answer to thli question to perform the task in training?

o (For items derived from tasks performed in training) Is the Item a
fair measure of a soldier's abilitY to perform the t ask?
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The results of this test administration to trainees are shown in
Table 111.7. All results shown are based on items relevant to training, that
Is, Job-and-Training And Training-Only items. Items relevant only to the job
are not included.

Table 111.7

Results From Training Achievement Tests Administered to Trainees

Number Number Mean Mean
of of Number Percent

MOS SubJects Items Correct SD Range Aloha Correct

Batch A
138 50 104 54.4 10.2 44 .81 52.3
64C 50 130 69.0 13.7 60 .87 53.1
71L 70 71 39.3 7.4 31 .79 55.3
958 50 105 69.6 10.6 46 .85 66.2

Batch B
118 51 111 53.4 13.7 74 .91 48.1
19E 50 169 102.0 1 ,.4 86 .92 60.4
31C 49 135 78.3 4i.6 71 .90 58.0
638 60 162 67.1 19.8 78 .92 41,4
91A 49 255 128.1 4n.4 201 .97 50.2

Batch Z
128 50 214 118.1 16.6 78 .88 55.4
1'•S 71 197 120.0 19.0 112 .91 60.9
27E 43 219 131.3 21.b 102 .92 59.9
518 50 ?18 120.5 22.0 107 .93 55.2
54E 46 220 131.6 19.8 75 .91 59.6
55B 48 227 153.6 21.6 101 .92 67.7
67N 47 214 122.5 19.9 108 .91 57.3
76W 32 146 67.1 15.1 58 .89 46.0
76Y 50 122 68.8 19.0 84 .94 56.1
94B 45 168 76.7 18.2 74 .90 45.6

When tests were administered in the schools, the targeted number of
subjects was 50 at each school. The actual number to whom the tests were
administered ranged from 32 for MOS 16W to 71 for MOS 16S; the mean was
50.1. The mean for coefficient alphi was .90.

An index of difficulty was comiputed by dividing the mean number of items
correct by the number of items, that is, the percentage uf items on a test
that were correct on average. This percentage ranged from 41.4 for MOS 63B
to 67.7 for MOS 55B. The mean percentage correct was 54.5.
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Preparation of Batch A and Batch B Training Achievement Tests for Field

Tests With Job Incumbents

After all dhe SME judgments were made and trainee tryouts completed, the
items were revised in accordance with the SME and trainee comments. For the
Batch A and Batch P MOS, the item pools were prepared for administration to
job Incumbents in the criterion field tests. Data from the field test
administration were later used (along with data from the administration of
the items to trainees, relevance data, and importance data) to convert the
pools of draft items into the standardized training knowledge tests.

As the item pools were cut and items added or changed in these early
test construction steps, the descriptive characteristics of the overall
pool--that is, importance and relevance--inevitably changed as well. Items
were dropped if they were judged to be of little importance or no relevance.
The nature of the item budget was preserved by adding new items if
necessary. The characteristics of the field test versions in terms of
importance and relevance are reported in the following subsection. These
data parallel those reported for the initial item pools.

SME Importance and Relevance Ratings: Field Test Version

Table 111.8 shows the number of items, mean item Importance rating for
the three scenarios by job incumbents, and incumbent Interrater reliability
for the field test versions of the tests. Since the field tests included
only Batches A and P, the data reported are for 9 of the 19 MOS. Most of
these tests were culled of items prior to the field test and are consequently
shorter than tests in the item pool. The basis for the culling has already
been described. In addition, prior to the field test some items were added
on which Importance data had not been collected and for which no importance
ratings were available.

As would be expected, the pattern of importance ratings across scenarios
by job Incumbents was little affected by the culling procedure. There was
also little difference in the mean across all scenarios between the Item pool
(3.40) and field test versions (3.43).

rable III.9 shows the ratings by trairners on the average importance of
items retained for the field test. The table also contains trainer
Interrater reliabilities for Batches A and B.

As expected for the culled tests, mean Importance ratings were very
slightly higher for field test versions than for the Item pools for both
incumbents (3.43 vs. 3.40) and trainers (4.02 vs. 3.97). As already
discussed in connection with the item pool, trainers rated iten importance
higher overall than did incumbents.
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Table 111.9

Mean Item Importance Ratings by School Trainers
(Field Test Version of Training Achievement Tests)

Numbpr
Mean Item

Importance Interrater
MOS Raters Items Ratinga Reliability

Batch A
13B 6 152 4.40 .73
64C 7 145 4.24 .78
71L 5 122 3.78 .95
958 5 90 4.72 .50

Batch B
l 1B 7 144 3.93 .41
19E 6 202 4.06 .62
31C 6 187 3.70 .62
63B 6 216 3.44 .48
91A 6 260 3.95 .78

aRated on a five-point scale from "Of Little Importance" (1) to "Very
Important" (5),

Table III.10 contains the relevance data for the version of the test
administered to incumbents in the field tests. The distribution across
relevance categories is similar to that noted in connection with the pilot
test version in Table 111.6.

Field Test Instruments

At this stage the nine training achievement tests for the MOS in Batch A
and Batch B were deemed ready for field testing with Job incumbents. The
field test procedure is described in Section 8, and the field test results
and the subsequent modification of the tests are described in Section 9.

Up to this point the 10 tests for the 10 MOS in Batch Z followed the
same developmental steps as for the tests in Batches A and B. However, as
noted previously, the Batch Z instruments were not field tested with Job
incumbents. Consequently, the Concurrent Validation versions of these 10
tests retain more items than do the 9 A/B tests. Additional item analyses
will be carried out for Batch Z on the basis of the data from the Concurrent
Validation sample.

Copies of the. 19 t1OS tests as used in Concurrent Validation are
contained in the ARI Research Note under preparation.
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Table 111.10

Number and Percentage of Items Rated Relevant to Job and
Tralnlnq (Field Test Version of Training Achievement Tests)

Job
Training and Not Not

Job Only Only ,Traninq Relevant Rateda
MOS M ~ N.__

Batch A
138 70 41.2 5 2.9 95 55.9 6 59
54C 80 37.2 0 0.0 IL 62.8 0 13
71L 42 34.4 4 3.3 76 62.3 0 8
95B 64 31.5 8 3.9 131 64.5 11 20

,atch 8
118 68 39.5 14 8.1 90 52.3 21 26
19E 32 16.2 9 4.6 156 79.2 2 5
31C 47 26.3 15 8.4 117 65.4 5 20
63B 48 23.0 8 3.8 153 73.2 2 8
91A 0 0.0 140 54.9 115 45.1 5 5

Total 451 26.2 203 11.8 1068 62.0 52 164

altems added to the tests 5fter relevance ratings had been collected.
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Section 3

DEVELOPMENT OF TASK-BASED MOS-SPECIFIC CRITERION MEASURES 1

The MOS-specific criterion measures described in this section concern
the assessment of performance on a sample of job tasks that were identified
as representative of all Job tasks in the MOS. Tie general procedure was to
develop a careful description of all the major taks trhat comprise the job,
draw a sample uf these tasks, and develop multiple measures of performance on
each task.

The major ohbjective is to develop, reliable and valid task-basdr measures
of first-tour performance in the nile Batch A and Batch B MOS. Such measures
are intended to rcflect that par'.• o. tý,e per'Formance domain having to do with
jcl.,-specific techrizal compete,;ce, Hards-on (job sample) tests, paper-and-
pencil knowledge tests, and rating, measures were developed for each job
task.

While no one metsLre can be assumed in advance to be a better estimate
of the job incumbent's "'true" per'formance, Intercorrelations among the
measures are of interost for what they tell us about the coni•ion and unique
variance. Consequently, another, objective is to compare alternative measures
in terms of their construct voll.dity for assessing task proficiency.

As noted in Part I, nine MOS were selected for study (see Table
111.11). These nine MOS were chosen to provide maximum coveragn of the total
array of knowledge, ability, and skill requirements of Army Jobs.

Devel opnment Procedure

The design strategy foe, the MOS-ipecific measures involved, for each
MOS, selection of approximately 30 tasks that accurately sampled the job
domain. The total number of tasks was dictated primarily by time con-
straints. While the time required to assess performance on individual tasks
would differ with the nature of the task, a total of 30 tasks for eaci MIOS
oeemed reasonable as a planning figure.

For each MOS, all 30 tasks would be assessed with written knowledge
tests. Fifteen of the 30 tests would also be assessed with hands-on tests.
Finally, task performance ratings would be obtained for the 15 tasks measured
with the hands-on job sample tests, and Job history data covering recency and
frequency of performance would be researched for all 30 tasks,

1 This section is based primarily on ARI Technical Report 717, Development
and Field Test of Task-Based MOS-Specific Criterion Measures, by Charlotte
H. Campbell, Roy C. Campbell, Michael G. Rumsey, and Dorot C. Edwards, and
the supplementary ARI Research Note 'in preparation, which contains the report
appendixes.
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Table 111.11

Military Occupational Specialties (MOS)
Selected for Criterion Test Development

Batch A

13B Cannon Crewman
64C Motor Transport Operator
71L Administrative Specifl1st
958 Military Police

Batch B

118 Infantryman
19E Armor Crewman
31C Single Channel Radio Operator
638 Light Wheel Vehicle Mechanic
91A Medical Specialist

The MOS-specific task tests and the Auxiliary instruments were developed
and field tested for the Batch A MOS before we began developing the tests in
the remaining five MOS (Batch B). While the procedures were the same for
Batch A and Batch B, some lessons learned from Batch A, development were
applied to Batch B. Across all nine MOS some individual variation was neces-
sary because of particular circumstances in an MOS; however, variations were
slight. The general procedure was composed of eight major activities:

* Define task domain.
* Collect SME judgments.
a Analyze SME Judgments.
* Select tasks to be tested.
e Assign tasks to test mode.
* Construct hands-on and knowledge t. ts.
* Conduct pilot tests and make revisiots.
* Construct auxiliary instruments.

These eight major activities are discusscd in the following subsections.

Definition of Task Domain

Defining task domain involved dealing with the entire population of
tasks for an MOS. The Job task descriptions of first-tour (Skill Level 1)
soldiers were d,?rived from three primary sources:

1. MOS-Soecific Soldier's Manuals (SM). Each MOS Proponent, the agency
responsible for prescribing MOS poliicy and doctrine, prepares and
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publishes a Soldier's Manual that lists and describes tasks, by
Skill Level, that soldiers in the ?,OS are doctrinally responsible
for knowing and performing. The number of tasks varies widely among
the nine tIOS, from a low of 17 Skill Level 1 (SLI) tasks to more
than 130 SLI tasks.

2. Soldier's Mlanual of Common Tasks (SMCT) (F11 21-2. 3 October l983).2
The SMCT descriBeS tasks that each soldier in the Army, regardless
of his or her MOS, must be able to perform. The 1983 version con-
tains 78 SLI tasks and "supersedes any common tasks appearing in
tMOS-specific Soldier's Manuals" (p. vii).

3. Army Occupational Survey Program (AOSP). The AOSP obtains task
descriptions by surveying Job incumbents with a questionnaire
checklist that includes several hundred items. The items are
obtained from a variety of sources (e.g., the Proponent school), and
include and expand the doctrinal tasks from the preceding two
sources. The AOSP is administered periodically to soldiers in all
skill lu/els of each MOS by the U.S. Army Soldier Support Center.
The analysis of responses by means of the Comprehensive Occupational
Data Analysis Program (CODAP) provides the number and percentage of
soldiers at each skill level who report that they perform each
task. The number of tasks or activities in the surveys for the nine
MOS of interest ranged from 487 to well over 800.

While the above sources provided the main input to the 1CS Job
descriptions, Proponent agencies were also contacted directly to determine
whether other relevant tasks existed. The number of additional tasks thus
generated was not large, but the added tasks were sometimes significant. For
example, the pending introduction of new equipment added tasks that had not
yet appeared in the written documentation.

"Completion of the above process resulted in a not very orderly
, accumulation of tasks, part tasks, steps, and activities. To bring some

order to this collection, a six-step refinement process was conducted for
each t•CS.

1. Identify AOSP activities perforrmed at SLI. The assumption for this
step was that every activity included-'-an AOSP survey that had a
non-zero response frequency among SLI soldiers, after allowing for
error in the survey, was performed at SLI. The procedure for
estimating the error was to compute the boundaries of a confidence
interval about zero. Tasks or activities with frequencies above the
confidence interval boundary were corsidered to have non-zero
frequencies and were retained. The percentage of tasks/activities
dropped from each ACSP by this application was about 25% for each
MOS.

2For Catch A 110S, the version of Field Manual 21-2 in effect during task
selection was the 1 Dece;i:ber 1982 edition, containing 71 tasks.
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2. Group AOSP statements under SM1 tasks. An AOSP questionnaire item
was referenced to an SM task If the item duplicated the SM task or
was subsumed under the SM task as a step or variation in condi-
tions, even if doctrine did not specifically identify the activity
as an SLI responsibility.

3. Group AOSP-only statements into tasks. Since some AOSP question-
naire items could not be matched with any SM task, the next step was
to edit such AOSP items so that they were similar in format to the
SM task statements but were still a clear portrayal of additional
task content not contained in the SM.

4. Consolidate domain (Proponent review). The first three steps re-
suIted in a fa-irly orderly array or tasks for each MOS. With this
task list it was feasible to go to the Proponent agency for each MOS
for verification. At each Proponent a minimum of three senior NCOs
or officers reviewed the list and eliminated tasks that had been
erroneously included In the domain. While specific reasons for
dropping tasks varied with each MOS, the general categories were:

@ Tasks specific to equipment that was 1,eing changed.

* Tasks eliminated by current doctrine not yet reflected in avail-
able publications.

* Collective tasks actually performed by crews/squads, platoons, or
even companies/batteries.

* Tasks specific to equipment variations that should be combined.

# Tasks specific to the mission of the Reserve Component. While
for most units there are no discriminable task differences be-
tween active duty and Reserve Component organizations, this is
not true for all MOS.

The full consolidated domain list of tasks, with supporting AOSP
statements for each MOS, is contained in Appendix B, ARI Research
Note in preparation.

5. Delete tasks that pertain only to restricted duty positions. The SM
for most MOS contains tasks for individual duty positions within the
MOS. For example, the 64C Motor Transport Operator can be a Dis-
patcher; the g5B Military Policeman can be a Security Guard. For
most duty positions, incumbents move freely in and out of the posi-
tion, the performance of the duty position tasks being dependent on
whether they are assigned the position or not. Other positions are
more permanent. Restricted Duty Positions were operationally defined
as those for which the award of an Additional Skill Identifier (ASI)
or Special Skill Identifier (SSI) and et least I week of specialized
training were required. Five duty positions in two MlOS were
affected.
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6. Delete Higher Skill Level (HSL) and AOSP-only tasks with atypically
TTfrequencies. The first step in this process was to translate
A0SP frequencies into task frequencies. Generally, when AOSP and
task statements matched, the AOSP frequency for the ratching state-
ment was applied to the task. If there was no match, the most
frequent step or condition was the basis for the task frequency.
However, in some cases, frequencies were aggregated to account for
equipment differences.

The general approach for identifying low-frequency tasks was to
compare frequency distributions of the SLI tasks with the HSL and
AOSP-only tasks. A four-step procedure identified the atypically
infrequent tasks to be eliminated:

* List the response frequencies of SLI tasks from the AOSP/CODAP.

s List the response frequencies of HSL/AOSP-only tasks.

* Test groups (lists) for difference, using Mann-Whitney U test.

s If the groups were different, and the HSL/AOSP-only group had
tasks with lower response frequencies (which thcy did in all
cases), eliminate those low-frequency tasks until group dif-
ferences were not significant at .01 level.

The result of this process was a final task list for each tMOS. It
included all SLl MOS and common tasks with non-zero frequencies (or no AOSP/
CODAP frequency) and HSL/AOSP-only tasks performed by SLI soldiers. Table
111.12 shows the reduction of the task list durino each phase and the reasons
for the reduction by MOS. The nine final task lists are contained (with data
from the SE judgments, detailed below) in Appendix C, ARI Research Mote in
preparation.

Collection of SVE Judgments

After the MOS domains were refined, every domain comprised more than 100
tasks. To select 30 representative tasks for each HOS, more Information was
needed. MOS Proponent agencies were asked to provide subject matter experts
(SMEs) regarding the tasks on the task list. Requirements were that they be
in the grade E-6 or above (i.e., second or third tour) or officers in the
grade 0-3 (captain) or above. Recetit field experience supervising SLI per-
sonnel was an additional requirement. For Batch A MOS, 15 V'Es in each MIOS
were requested. For Batch 2, some modifications were made in the review
process (detailed below) and 30 SHEs in each of these MHOS were requested.
Collection of SME data required approximately I day for each tIOS. The number
of StIEs obtained for each MOS and samples of all instructions provided to
S•iEs are contained in Appendix D, ARI Research N4ote in preparation.

Three types of Judgments were obtained from the SMEs:

Task Clusterina. Each task was listed on a 3" x 5" card along with a
brief description. SVEs were told to sort the tasks into groups so that all
the tasks in each group were alike, and each Croup was different fron the
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Table 111.12

Effects of Domain Definition on MOS Task Lists

"AOSP Review

13B 64C 71L 958 lB 19E 31C 63B 91A

AOSP Statements 669 677 812 546 822 609 656 633 685

Deleted- Zero Frequency 67 169 329 197 188.. 103 134 84 267

Deleted by SME .. .. 58 -.. . ... . 195 61

AOSP Statements Used 602 508 436 369 634 606 522 354 357

-.. Domain Consolidation
13B 64C 71L 95B 118 19E 31C 635 91A

Tasks in MOS 378 166 903 304 357 338 267 188 251,

No napplicable Systems - - - 50 - - -

Eliminated By Doctrine 23 - - - 16 14 97 10 12

Collective Tasks 2S - = - 5 - -. . .

Combined Systems 57 . . . . . . ..

Reserve Component Tasks .- 1 - - - -

Tasks in Domain 273 166 203 304 321 274 170 178 239

Domain Reduction -_-_-_-"_- __

13B 64C 71L 95B 119 19E 31C 638 91A

Tasks in Domain 273 166 203 304 321 274 170 178 2"1'

Restricted Duty"'Position 44 - 42 -. . . . . . ,

Preliminary Sort - - - 176 - - --

Low Frequency-HSL/AOSP Only 53 47 ., - 90 39 - - -

Domain Tasks For SME Judgments 177 119 161 128 231 235 170 178 239
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other, groups. For the Batch B MOS, comimon tasks were grouped for the SMEs,
based on the clustering derived from the Batch A data. SMEs were permitted to
add to or break up the groups as they saw fit.

Task Importance. To set the context for the Batch A MOS task importance
judgments, all SMEs were given a European scenarlo that specified a high
state of training and strategic readiness but was shurt of involving actual
conflict. After collection of Batch A data, concern was expressed as to the
scenario effect on SME judgments. As a result, for Batch B MOS three
scenarios were used. An "Increasing Tension" scenario identical to that used.
In Batch A was retained, and a "Training" scenario specifying a stateside
environment and a "Combat" scenario (European non-nuclear) were developed.
Sample MOS definitions for the three sceriarios are given in Figure 111.3.
These scenarios are similar to those used in the training achievement test
development (see Section 2).

The SMEs for each Batch B 11OS were randomly divided into three groups
and each group was given a different scenario as a basis for Judgments.
However, for MOS 63B (Light Wheel Vehicle Mechanic) only 11 SMiEs were
available and a repeated measures procedure was used; that is, each 63B SME
rated task importance three times, using each of the three scenarios in
counterbalanced order. To make their judgments, SMEs were asked to rate the
importance of the task in performing the MOS job in support of the unit
mission under the appropriate scenario.

Slightly different procedures were used In Batch A and Batch B. For
Batch A MOS, the judges were given the tasks on individual cards, identical
to those used in task clustering, and told to rank the tasks from Most
Important to Least Important. For Batch B 110S, judges were provided a
list of the tasks, with descriptions, and asked to rate them on a 7-point
scale from "I - Not at all important for unit success" to "7 - Absolutely
essential for unit success."

rask Performance Dliffculty. To arrive at an indication of expected
task •Tficulty, SM's were asked to sort a "typical" group of 10 soldiers
across five performance levels based on how they woulh expect a typical group
of SLi soldiers to perform on each task.

Analysis of SME Jud ments. The judgment data were analyzed and the
followng products were obtained:

Cluster Membership, Task clusters were identified by means of a
"factor ailyslo a cross-product matrix derived from the SMr.s'

task similarity clusterings.

TImportance. The importance rank of each task, averaged across
SMEs, was analyzed by computer. For Batch A MIOS, a single
importance score was obtained. For batch B MOS, a rank ordering of
average importance ratings was generated under each of the three
scenarios.
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Your personnel unit is deployed to Europe as part of a U.S. Corps during
a deteriorating political and military situation. The Corps mission is
to defend and maintain the host country's border in the event that
hostilities escalate. The enemy approximates a combined arms army and
has nuclear and chemical capability. Air parity does exist. The Corps
has drawn all equipment and is fully operational. In support of the
Corps Personnel Operations Center, your unit is responsibh. for
supporting the functions of strength accounting, replacement operatlo-'s,
casualty reporting, personnel management, personnel actions, and
personnel records.

-- Neutral or "Increasing Tension" Scenario for MOS 71L

Your soldiers are assigned to support the activities of the installation
Provost Marshal on a large Army post in the midwestern United States.
Post activities include a basic training center, an officer/enlisted
training school, and maneuver units under a separate brigado
organization. There Is a permanent on-post dependent population of
approximately 4,000. Provost activities supported Include physical
security and crime prevention, investigations, traffic and game warden
operations, K-9 section, AWOL apprehension/civil liaison, vehicle and
weapons registration, and operation of the Installation detention
facility. 95B personnel also must complete individual soldier training,
SQT testing, command and maintenance inspections, and team/unit training.

-- Training (CONUS) Scenario for MOS 95B

Your tank battalion is assigned to a U.S. Corps in Europe. Hostilities
have broken out and the Corps combat units are engaged. The Corps
mission is to defend, then reestablish, the host country's border.
Pockets of enemy airborne/heliborne and guerilla elements are operating
throughout the Corps sector area. The Corps maneuver terrain is rugged,
hilly, and wooded, and weather is expected to be wet and cold. Limited
initial and reactive chemical strikes have been employed but nuclear
strikes have not been initiated. Air parity does exist.

-- Combat Scenario for MOS l19

-. Figure 111.3. Scenarios used in SME ratings of task Importance for
task-based MOS-specific tests.
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Difficulity. To calculate judged task difficulty, the mean of the
distribution of 10 hypothetical soldiers across the five perfor-
mance levels of each task, averaged across SMEs, wbs computed.

Performance Variabilt. The standard deviation of the distribu-
tion of 10 hypothetical soldiers across the five performance levels
on each task was averaged across SMEs. This statistic is Intended
to be an indicator of the variability in performance that would be
expected of a task.

Selection of Tasks To Be Tested

While the methods used for selecting tasks were similar for Batch A and
Batch B 1OS, there were enough differences to warrant their being outlined
separately.

Batch A Test Task Selection. From five to nine project staff, including
the Individual who had prime responsibility for that particular MOS,
participated in the selection process for each MOS. The task selection panel
was provided the data summaries of the SME judgments and asked to make an
Initial selection of 35 tasks to represent each MOS. No strict rules were
imposed on the analysts in making their selections, although they were told
that high Importance, high performance variability, a range of difficulty,
and frequently performed tasks were desirable, and that each cluster should
be sampled.

To capture the policy that each staff person used, task selections were
first regressed on the task characteristics data to Identify Individual
selection policies. The equations were then applied to the task
"characteristics data to provide a prediction of the task selections each
individual would have made If his or her selections were completely
consistent with a linear model.

In the second phase of selection, analysts were given their original
task selections and the selections predicted by their regression-captured
policies. They were directed to review Dnd justiFy discrepancies between
their observed and predicted selections. Analysts independently either
modified their selections or justified their original selections. The
rationale for intentional discrepancies was identified and the regressio~n
cquations adjusted.

Tho next phase was a Delphi-type negotiation amono analysts to converge
their respective choices into a list of 35 tasks for each 110S. Information
on the choices and rationale provided by each analyst In tVe preceding phase
was distributed to all analysts, and each made a decision to retain or adjust
his or her decisions, taking into account opinions uthers had expressed.
Decisions and revisions were collected, collated, and redistributed as needed
until near consensus was reached. ror all MOS, three iterations were
necessary.
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V
The resulting task selection lists were mailed to each Proponent; a

briefing by Project A staff was provided if requested. A Proponent
representative then coordinated a review of the list by Proponent personnel
designated as having the appropriate qualifications. After some minor
Proponent-recommended adjustments, the linal list of 30 tasks was selected.
These are listed in Appendix F, ARI P.'. s:- Note in preparation.

Batch B Test Task Selectit,. Based on experiences with Batch A
selection, some modifications were 1ntroduced in the selection process for
Batch B. One primary concern was to involve Proponent representatives more
actively In the selection process. Also, the Batch A experience showed
analysts' selections to be non-linear. Analysts qualified their selections
on the basis of knowledge of the MOS or the tasks$ information not directly
represented in the data; they used non-'linear combinations that often
differed within each cluster. Therefore, the decision was made to drop the
regression analysis for Batch B selection.

The panel for Batch B selection consisted of five to nine members of the
project staff, as in Batch A, combined with six military personnel (NCO and
officers) from each MOS. These six were in the grade of E-6 or higher with
recent field experience, and were selected to provide minority and gender
(for applicable MOS) representation to the task selection process.

The materials provided the selection panel were the same variables
generated by the SME judgments. Again, no strict rules were imposed.
However, panel members were provided a target number of tasks to be selected
from each cluster (calculated in propnrtion to the total number of tasks in
each cluster). A second adjustment. prescribed a minimum of two tasks per
cluster to permit estimation of the correlation among tasks in the cluster.
Within these constraints the Delphi procedure was again used to reach
consensus. The tasks selected for Batch B MOS are listed in Appendix F,
ARI Research Note in preparation.

Assignment of Tasks to Test Mode

The initial development plan required that, for each MOS, knowledge
tests be developed for all 30 tasks, and hands-o:n tests for 15 of these tasks
(since such testing for the all 30 tasks would exceed the hands-on
resources). The considerations that constrained selection for hands-on
testing were:

Fifteen soldiers must complete all 15 hAnds-on tests in 4 hours.
No single test is to take more than 20 minutes.

* Scorer support would be limited to eight NCO scorers.

* The hands-on test site must be within walking distance of the other
test activities.

Equipment requirements must be kept within reason if units are to
support the requirements.
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* The test must be administrable in a number of installations. Tasks
must not be affected by local operating procedures.

On the basis of these constraints, in each MiOS a project staff member
prepared an anticipated hands-on test approach for each of the 30 tasks in
the 1OS. Working independently, each of the five pvoject analysts first
reviewed the suggested test approach, and modified it as he/she deemed
necessary. The analyst then assigned points to each task to indicate
hands-on test suitability, using the following three areas of consideration:

* Skill Requirements - Analysts determined a numerical value for skill
requirements based on the number of steps requiring physical
strength, control, or coordination. Each skill step was counted as
one point.

# Omission - This rating considered the likelihood that a scldier would
omit a required step. For a step to have "omission value":

- A soldier must be able to complete the procedure (albeit
incorrectly) without performing the step.

- Nothing in the test situation must cue the soldier to do the
step.

Each "omission step" received a numerical rating of one.

s Time Value - When "doctrine" (usually the SM) specified a time limit
for task performance, the task was awarded a numerical value of two.
Where no doctrinal time limit has been established but where time
would be a reliable indication of task proficiency, the task was
awarded a numerical value of one.

Following the individual ratings, analysts met in group discussions and
proceeded task by task to resolve differences until a consensus was reached
and a single numerical score was assigned to each task. The tasks were then
rank ordered, and a final feasibility check was conducted to ensure that the
top 15 rated tasks fell within the 4-hour time limit. As an example, the
tasks selected and assigned for MOS 1IB are shown in Figura 111.4.

Construction of Hands-On and Knowledge Tests

For both hands-on and knowledge tests, the primary source of information
was task analysts data. Task analyses were derived from the Soldier's
Manuals, technical manuals, and other supporting Army publications, as well
as SME input and direct task observation where necessary. Much of the
development effort involved having specific staff members work on both types
of tests for the same tasks.
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HANDS.ON AND KNOWLEDGE TESTS KNOWLEDGE TESTS ONLY

1. Put on Field or Prusmure Dressing 1. Perform CPR

2. Perform Operator Maintenance on MISA1 2. Administer Nerve Agent Antidote

3. Load, Reduce Stoppage, Clear MOO Machine Gun 3. Call for/Adjust Indirect Fire

4. Sat HeadspacedTlming on .50 Cal Machine Gun 4. Navigate on Ground

5. Engage Targets With Hand Grenades B. Put on Protective Clothing

6. Prepare Dragon for Firing S. Collect/Report Information - SALUTE

7. Prepare Range Card for MOO Machine Gun 7. Camouflage Sell and Equipment

0. Engage Targets With LAW 0. Recognize Armored Vehicles

9. Put on/Wear M17 Gas Mask 9. Move Under Direct Fire

10. Operate Radio AN/PRC-77 10. Estimate Range

11. Operate ms Station in Radio Net 11. Perform PMCS.M113 or 1/4 Ton

12. install/rire/Recover Claymore 12. Dive Wheeled or Track Vehicle

13. Techniques of MOUT 13. Hasty Firing Position, Urban Terrain

14. Zero AN/PVS.4 on MIGA! 14. Establish Observation Post

18. Conduct Surveillance w/o ElectronIc Devices il. Select Overwatch Position

10. Place AN/PVS.5 Into Operation

Figure 111.4. Infantryman (MOS 11B) tasks selected for
Hands-On/Knowledge Testing.

Hands-On Test Development. The model for hands-on test development
emphasized four act11tes: -

O Determine test conditions. Test conditions are designed to maximize
t'ie standardization of the test between test sites and among soldiers
at the same test site. Test conditions are determined for the test
environment, equipment, location, and task limits.

O List performance measures. The performance measures are the sub-
stantial-elements ofth ask toi be tested and the behaviors to be
rated GO/MO-GO by the scorer. Performance measures are defined as -
either product or process depending on whit the scorer is directed to
observe to .core theiBe-avior. Performance measures must adhere to
the following principles:

- Describe observable behavior only.

- State a single pass/fail behavior.

- Contain only necessary actions.
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Contain a standard (how much or how well).

- State an error tolerance limit if variation in behavior Is
permissible.

Include a scored time limit if, and only if, the task or step is
doctrinally time-constrained; that is, the Soldier's Manual
specifies a time limit for performing the task.

Include a sequence requirement if, and only If, sequence is
doctrinally required.

s State examinee instructions. The instructions must be kept very
shorT and very simple; any information not absolutely essential to
performance must be excluded. Examinee instructions are read
verbatim to the soldier by the scorer and may be repeated at any
time. These written instructions are the only verbal communications
the scorer is allowed to have with the soldier during the test.

* Develop scorer instructions. These instructions tell the scorer how
to set up, administer, and score the test. They cover both usual and
unusual situations, and ensure standardized administration and
scoring.

Examples of one hands-on task from the MOS 71L and MOS 11B protocols are
shown in Figures 111.5 and III.6.

Knowledg~eTest Development. The format of the knowledge tests was
dictated by their proposed use. For example, free-response formats demand
more of the soldier's literacy skills and are more difficult to score
relibly than are multiple-choice formats, which are easier to score and are
familiar to most soldiers. However, multiple-choice formats are difficult to
develop because of inherent cueing, particularly between items, and the need
to develop alternatives that are likely and plausible but clearly wrong.
Because of the large quantity of data to be gathered in the project, machine
scoring is essential. Therefore, a multiple-choice, single-correct-response
format was selected.

Test administration constraints dictate the number of tasks to be tested
and the tinme available for testing. For Project A, all tasks selected
(approximately 30 per MOS) would be tested in the knowledge mode. Four hours
were allocated to the knowledge testing block for the field trials, to be
reduced to 2 hours for Concurrent Validation testing. Allowing an average of
slightly less than 1 minute to read and answer one item dictated an average
of about nine items per task.

Knowledge test development was based on the same information that was
available for hands-nn development. However, three distinct characteristics
of multiple-choice performance knowledge t-st Items are that they:

e Are performance-based. Must tasks, of course, cannot elicit full
Job-1lke b5havior Tinthe knowledge mode and therefore must be tested
using performance-based items. These items require the examinee to
select an answer describing how somriething should be done.
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SCORESHEET

Time tYPE A MEMORANDUM

Start:

Finish: SCORESHEET

Scorer: Soldier:

Date: SSNi _

Soldier ID:

NOTE TO SCORER: Tell the soldier: "ASSUMF YOU HAVE 3UST RECEIVED THIS
DRAFT TO BE TYPED AS A MEMORANDUM IN FINAL FORM. YOU
MAY REFER TO THE SUPPLEMENT BOOK AND THE DICTIONARY IF
YOU WANT. YOU CAN MAKE CORRECTIONS. WORK AS FAST AND
AS ACCURATELY AS YOU CAN. HOW MANY COPIES OF THE
ORIGINAL WOULD YOU MAKE?" NUMBER OF COPIES:

PERFORMANCE MEASURES do NO-GO

1. Correct number of copies (2)
* 1 white
* 1 yellow manifold-

2.. One inch left and right margins -

* + 1 space

3. Correct letterhe&d
"* 5th line below top
"* Centered
* DA all caps, other initial caps

4. Correct reference (office) symbol-
AZAK-YD
"* Left margin
"* 4th line below last letterhead line

5. Correct date - 10 October 1984 or
10 OCT 84 - -

- End right margin
* Same line as reference

Figure I11.5. Administrative Specialist (MOS IlL) Hands-On Performance Test P%
sample (Page 1 of 2).
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PERF'ORMANCE MEASURES GO NO-GO

6. Correct memo addressee
* 4th line below reference
* Left margin
* All capitals
* 2nd addressee below 1st

7. Correct SUBJECT line
9 Left margin -

* 2nd line below last addressee
* Colon after SUBJECT, 2 spaces

8. Correct body
*5th line below subject, left margin

"* Paragraphs numbered
"* Numbers and all lines in left margin
• Single space
* Double space between paragraphs

9. Correct Authority line
e 2nd line below last body line
e Left margin
* All caps
e Colon after FOR THE COMMANDER

10. Correct signature block
e 5th line below Authority line -

0 Begins at center
9 Name (all caps), rank (initial or all

caps), branch (all caps)
* Title initial caps

11. Corrections neat and clean

Number of typographical errors:
- Sample typos: strikeovers, misspelling,

incorrect punctuation, incorrect spacing.

Figure 111.5. Administrative Specialist (tOS 71L) Hands-On Performance Test
sample (Page 2 of 2).
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"Clheck: Yes NO

Scorer: Soldier: Know Soldier?
Soldier in CO.?

Date: _ID: Supervise Soldier?

SCORESHEET

LOAD, REDUCE A STOPPAGE AND CLEAR AN
M60 MACHINECUN

INSTRUCTIONS TO SOLDIER: For this test you must load, fire, apply imnedlace
action and clear the M60 machinegun. Do not go on to the next procedure until
I tall you to. First, you must load and fire the machinegun. Begin,

PERPORNANE MWAURES: Go NO-GO CObM.1ENT

Load

1. Placed safety in FIRE. ------ _------

2. Pilled cocking handle to the
rear, locking bolt to the rear.

3. Returned cocking handle forward.

4. Placed safety in SAFE.

5. Raised cover,

6. Lifted rear of Sun slightly to
observe into chamber.

7. Positioned belt with double

loop toward Sun and split link down.

8. Placed round in feed tray groove.

9. Closed cover.

10. Lifted up on cover to insure
cover locked. --

11. Placed safety in FIRE. -

12. Pulled trigger. - - __

13. Performed steps in sequence. -

Seconds to load machinegun:

Figure 1[I.6. Infantryman (MOS l1B) Hands-On Porformance Test sample
(Page 1 of 2).
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Irmediate Action

INSTRUCTIONS TO SOLDIER: You have been
f iring the machinegun and the weapon
suddenly stops firing. Apply immediate
action. Begin.

14. Pulled cocking handle to the rear,

locking bolt to-rear. (Round ejects) - - .

15. Returned cocking handle forward.

16. Pulled the trigger.

17. Performed steps in sequence. - -

Seconds to perform imediate action:

INSTRUCTIONS TO THE SOLDIER: You must
,now unload and clear the machine,un.
Besin.

* "18. Pulled, cocking handle to the rear,
locking bolt to the rear.

19. Returned cocking lever forward.

20. Placed safety in SAFE.

21. Opened cover.

22. Reroved amunition belt.

23. Lifted rear of gun slightly
t,% observe into chamber.

24. Closed cover.

25. Placed safety in FIRE.

26. Pulled cocking handle to rear. __

"27. Pulled trigger and eased cocking
handle forward. (Must hold onto
handle; bolt must not slam forward.) - -

28. Placed safaty in SAFE. ---.-

29. Performed steps in sequence. -. .

Seconds to unload and clear machinegun:

Figure I[1.6. Infantryman (MOS lIB) Hands-On Performance Test sample
(Page 2 of 2).
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A prevalent pitfall in performance knowledge test development is a
tendency to cover information about hy a step or action is done or
rely on technical questions about the ask or equipment. Just as in
the hands-on tests, the objective of the knowledge test is to measure
the soldier's ability to perform a task. The knowledge or recall
required by the test item must not exceed what is required of a
soldier when he or she is actually performing the task. Because of
this performance requirement, knowledge tests must present
job-relevant stimuli as much as possible, and the liberal use of
quality illustrations is essential.

# Identify performance errors. Performance-based knowledge tests must
focus on what soldiers do wen they fail to perform the task or steps
In the task correctly.

* Present likely alternatives. The easiest answer to write is the
correct alternative. The approach here focuses on identifying what
it is soldiers do wrong when they perform a step; that is, if they do
not perform the step correctly, what is it that they do perform?
This information becomes the basis for the other alternatives.

Knowledge tests were constructed by project personnel with experience In
test item construction and expertise in the MOS/task being tested. Test
items were reviewed internally by a panel of test experts to ensure
consistency between individual developers. The following general guidelines
were used in construction:

* Stem length for items was usually restricted to two lines. t/here
needed, a "Situation" was separately described if it could be applied
to two or more items.

s Item stems were designed so that the item could be answered based on
the stem alone, that is, without reference to the alternatives.

@ Illustrations were used where they could duplicate Job cues. Where
necessary, illustrations were also used as alternatives or to provide
a job-related reference. All illu4trations were drawings.

* Each task tested was a separate entity, clearly Identified by task
title and distinct from other tested tasks.

* For items that allowed or required use of publications on the job,
abstracts were prepared. If the publication was lengthy (e.g.,
tables of vehicle miaintenance checks), the abstract w'as provided as a
separate handout. Brief abstracts, of one page or less, were
appended to the test. Materials ne ded In performance knowledge
tests, such as naps, protractors, and scratch paper, were also
provided.

e Test items within a task test were arranged in the sequence in which
they would normally occur when the soldier performed the task.
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s Completed tests were checked for inter-item cueing.

I All correct alternatives were authenticated as correct by a citable
reference.

In four of the nine MOS, some of the tasks that incumbents perform are
affected by the type of equipment to which they are assigned. For these MOS
it was necessary to develop separate tracked versions of tests covering the
specific items of equipment involved.

Pilot Tests and Revisions

Following construction of the tests, arrangements were made through the
Proponent for troop support for a pilot testing of the hands-on and knowledge
tests. This procedure was conducted by the test developer and involved the
support of four NCO scorers/SMEs, five MOS incumbents in SLI, and the
equipment dictated by the hands-on test.

Pilot of Hands-On Tests. The following activities were performed:

1. Test Review - The four NCO scorers independently reviewed the
instructions to scorer, and the scoresheets. The developer noted
comments or questions that could be clarified by changes or
additions to the materials.

2. Test Sot-Up - One of the scorers set up the test as directed in the
prepared instructions. The developer noted deficiencies or
necessary changes in the instructions.

3. Scoring - One of the incumbents performed the test while the four
scorers scored the test independently. After the test, all four
scoresheots were compared. Discrepancies in scoring were discussed
and the reasons ascertained. Some scorer discrepancies were the
result of a scorer's physical position relative to the incumbent,
but many required changing a performance measure or the instructions
to scorers, or even changing the test or performance procedure it-
self. If possible, these changes were made before the next
incumbent was tested. Normally, variations in incumbent perfor-
mances occur naturally, but to ensure variation the developer could
cue incorrect performance without the scorers' knowledge. Testing
continued with the other incumbents, followed by scoresheet review
and revision. The incumbents were included in the review process to
assist in determining how they actually performed.

4. Examinee Debrierings - Incumbents were interviewed to determine
whether the Instructions provided them adequate guidance on what
they were expected to do.

5. Time Data - Performance times were kept on all incumbents, as were
station and test set-up times. IN

I,.
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Based on the pilot test information, a final version of each hands-on
test was prepared. These tests are contained in Appendix G, ARI Research
Note in preparation.

Pilot of Knowledge Tests. The knowledge tests were pilot tested at the
same time as the hands-on measures. The same four NCO hands-on scorers and
five MOS Incumbents were utilized but the procedure was different for the two
groups.

1. NCO SME - The test ceveloper went through each test, item by item,
with all four NCOs simultaneously. The specific questions addressed
were:

* Would the SL1 soldier be expected to perform this step, make this
decision, or possess this knowledge in the performance of this
task on the job?

* Is the keyed alternative correct?

* Are the "incorrect" alternatives actually incorrect?

e Is there anything in local or unit SOP that would affect the way
this task item is performed?

a Are the illustrations clear, necessary, and sufficient?

* Is there any aspect of this task that is not covered in the test
but should be covered?

2. Incumbents - The five incumbents took the test as actual examinies.
They were briefed as to the purpose of the pilot test and told to
attempt to answer all items. The tests were administered by task
and the time to complete each task test was recorded individually.
After each task test the incumbents were debriefed. The following
questions were addressed:

e Were there any items where you did not understand what you were
supposed to do or answer?

s Were there any illustrations that you did not understand?

* (Item by item) This Is what is supposed to be the correct answer
for Item . Regardless of how you answered it, do you agree
or disagFeethat this choice should be correct?

Revisions based on SME and incumbent inputs were made to the tests. On
the basis of the times obtained for the incumbents, the tests were divided
into four sections or booklets of approximately equal lengths for Batch A
MOS; for Batch B, tests were divided into two booklets. The purpose of
dividing tests into several booklets and varying the order of administration
among groups of soldiers was to distribute fatigue effects. These revised
versions of the tests are contained in Appendix H, in ARI Research Mote in
preparation.
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Construction of Auxiliary Instruments

Task-Specific Performance Rating Scales. Development of hands-on and
knowledge tests provided two methods of measuring the samole of 15 tasks. As
a third method, the soldier's peers and aupervisors were asked to rate the
soldier's performantce on those same 15 tasks by means of a 7-polit numerical
rating scale. The intent was to assess perfomance on the same set of 15
tasks with three different methods. The rating scales were developed for
administration during the field tests.

Job History Questionnaire. Although soldiers in a given MOS share a
common pool of potenltlal tasks, their actual task experience may vary
substantially. The most widespread reason for this difference is assignment
options in the MOS. The options Mlay be formal, such as when an 0.L1 Armo,,
Crewman may be a driver or 6 loader on the tank, or they may be Informal
specializations, such as when one AdmInistrative Specialist types orders
while another types correspondence.,' A more extreme reason fnr task
difference in an MOS occurs when scidiers are assigned to duties not
typically associated with their MOS. For example, an Armor Crewman may be
assigned to drive a 1/4-ton truck, or a Medical Specialist may perform
clerical tasks. Such soldiers are not given Special or Additional Skill
Tdentifiers, nor are they considered to be working In a secondary MOS: They
are simply tankers who drive trucks or medics'' who type and file. The
likelihood of differences in task experience is further increased by
differences in unit training emphasis where training schedules at battalion,
company, and platoon level emphasize different tasks. As a result of these
circutmstances, soldiers' experiences vary, even within an MOS and location.

Given that the central thrust of Project A is the validation of
selection and classification measures, any differential task experience that
affects performance is a contaminating variable. That is, if the differences
in task experiences of sampled soldiers are wide enough to have an Impact on
task performance, experience effects may also be strong enough to mask
predictor relationships witn performance. In this case, measures of
experience would need to be incorporated into validation analyses so that
predictor-criterion relationships could be assessed independent of
"experience.

To assess the likely impact of experience effects on task performance,
and consequently on the Concurrent Validation strategies, a Job History Ques-
tionnaire was developed to be administered to each soldier. Specifically,
soldiers were asked to indicate how recently and how frequently (in the
preceding 6 months) they had performed each of the 30 tasks selected as
performance criteria. A copy of the questionnaire for the MOS 13B Cannnn
Crewman is included as Appendix J, ARI Research Note in preparation.

Field Test Instruments

At this point the initial versions of the hands-on Job sample tests and
the multiple-choice knowledge tests had been developed, pilot tested, and
revised. The 7-point task perfrmance rating scales and the Job History
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Questionnaire had been constructed. These instruments were included in the
complete criterion array and field tested on samples of approximately 1,50 Job
incumbents from each of the Batch A and Batch B MOS.

The field test procedures for the MOS-specific task performance measures
are described in Section 8, and the field test results and subsequent
modifications of the various measures are described in Section 10.
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Section 4

DEVELOPMENT OF MOS-SPECIFIC BEHAVIORALLY
ANCHORED RATING SCALES (BARS)l

A major component of Project A criterion development is devoted to using
the critical incident method to identify the basic set of performance factors
that describe total Job performance. Total performance has been conceptual-
ized as composed of two types of factors, those that have the same ,%eaning
and Interpretation across jobs and those that are specific to a particular
job--that Is, they are specific to the job's content. This chapter deals
with the Job-specific factors and the rating scales developed to measure
them.

The procedure used to identify MOS-specific job factors was derived in
large part from procedures outlined by Smith and Kendall (1963) and by
Campbell, Dunnette, Arvey, and Hellervik (1973). Smith and Kendall
recommended conducting critical incident workshops that involve, as a first
step, naming and defining the major components of performance for the Job in
question. Workshop participants are then asked to write samples of effective
.and ineffective performance for each of the major components they have
identified.

Campbell et al. suggested a slight modification to the Smith and Kendall
procedure, recommending that performance categories be generated after
participants have had an opportunity to write several incidents. In tEi
way, participantt are not constrained by a priori performahce categories and
are more likely to write perfurmance examples that represent all job
requirements.

In this procedure the next step involves editing the written critical
performance incidents. These edited incidents are then used to identify the
major dimensions of the Job by asking supervisors and incumbents to read the
performance incidents and make two ratings for each. Raters assigned each
incident to a performance dimension and then indicated the level of
performance on the dimension represented by that incident. The final product
Is a set of behAviorally defined and anchorred performance dimensions that
focus on the duties and standards of a specific job or MOS.

The purpose of this part of Project A is to develop behaviorally
anchored performance rating scales (BARS) that assess job-specific
performance factors for the nine MOS in Batch A and Batch B.

iThis section is based primarily on an ARI Technical Report in preparation,
Development and Field Test of Behaviorally Anchored Rating Scales fov' Mine
MOS, by Jody L. Toquam, Jeffrey J. McHenry, VyVy A. Corpe, Sharon R. Rose,
Steven E. Lammlein, Edward. Kemery, Walter C. Borman, Raymond Mendel , and
Michael J. Bosshardt, and a supplementary ARI Research Note, also irt
preparation, which contains the report appendixes.
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Development Procedure

Each of the nine 1I10.; was assigned to a specific member of the research
staff. This individual assumed responsibility for (a) conducting workshops
to collect performance incidents for the assigned MOS, (b) editing Incidents,
(c) preparing retrars'lation exercises, (d) developing performance rating
scales, and (e) revisin;. the* scales for use in the Concurrent Validation
efforts. Thus, a single researcher became an "expert" concerning the job
cutie5 and requirements involved in the aasigned 1OS.

Workshop Part ticjpts

Incumbents, or first-term enlistees, from target 110S were not, as a
rule, included in the workshop,, because their experience with the job was
relatively limited. Almost all participants were noncommissioned officers
(NCGs) who were directly responsible for supervising first-term enlistees and
who had spent 2 to 4 years as first-termers In these MOS themselves.
Consequently, most workshop paitlcipants were familiar dth the Job
requirements from both an incumbent and a supervisor perspective.

To ensure thorough coverage nnd representation of the critical behaviors
comprising each MOS, workshops for each MOS were conducted at six COMUS
(Continental United States) Army posts. Each post was asked to designate
from 10 to 16 NCOs for each target MOS. Thus, the Soal was to obtain input
from about 60 to 96 supervisors for each HOS1. Tlhe total number of NCOs
artlcipbting in the perforriance incrient workshops by MOS is shown in Table
11.13,Thc, total array of posts at which workshops were held is shown in

Table 1II.14.

Table 111.13

Participants in MIOS-Specific CARS Workshops

_MOS Number of Participants

Batch A

13B Cannun Crewman 88
64C Motor Transport 0perator D
71L Administrative Specialist 63
95B Military Police 86

Batch B

1113 Infantrynian P3
19E rmor Crewman 65
31C Radin Teletype Operator 60
6311 Light Wheel Vehicle Mlcknic 75
PIA Medical Specialist 71

III-~I

'"M N, Ik I I SI



Table 111.14

Locations and Dates of 'MOS-Specific BARS Workshops

Location Dates

Batch A
Fort Ord 25-26 August 1983
Fort Polk 29-30 August 1983
Fort Bragg 12-13 September 1983
Fort Campbell 15-16 September 1983
Fort Hood 13-14 October 1983
Fort Carson 31 October - 1 November 1903

Batch B
Fort Lewis 9-11 January 1904
Fort Stewart 11-13 January 1984.
Fort Riley 16-18 January 1984
Fort Bragg 27-29 February 1984
Fort Bliss 12-14 March 1984
Fort Sill 14-16 March 1984

Collection of Data on Performance Incidents

After a workshop group was convened, research staff members serving as
workshop leaders described Project A and briefed participant3 on the purpose
of the workshop. This led to a discussion of the different types of perfor-
mance rating scales available and to a discussion of the advantages of using
behaviorally anchored rating scales to assess Job performance. Leaders then
described how the results from the day's activities would be used to develop
this type of rating scale for that particular IlOS.

Workshop leaders then provided instruction for writing performance inci-
dents and distributed performance incident forms. Participants were asked to
generate accounts of performance incidents, using examples provided as
guides. Participants were asked to avoid writing about activities or
behaviors that reflect general soldier effectiveness (e.g., following rules
and regulations, military appearance), as these requirements have been
identified and described in another part of the project.

After about 4-5 hours, performance incident writing was halted and work-
shop leaders began generating discussion about the major components or
activities conprising the job. During thij discussion, participants were
asked to identify the major job performance categories, which workshop
leaders recorded or. a blackbourd or flipchart. When participants indicated
that all possible performance categories had been identified, the workshop
leader asked them to review the list and consider whether or not all job
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duties were indeed represented. The leader also asked participants to
consider whether each category represented first-term enlistee job
requirements or requirements of more experienced soldiers.

Following this discussion, participants were asked to review the perfor-
mance incidents they had written and to assign them to one of the job
categories or dimensions that appeared on the blackboard or flipchart. The
workshop leader tallied the total number of Incidents in each category.
Those categories with very few incidents were the focus of the remainder of
the workshop; participants were asked to spend the remaining time generating
performance incidents for those categories.

Results from the performance incident workshops are reported In Table
111.16 for Batch A MOS and in Table 111.16 for Batch B MOS. The number of
participants and the number of performance incidents generated are reported
oy MOS and by post. The mean numbers of incidents generated, the total
number of participants, and total number of incidents are also reported by
MOS and by poit.

The schedule permitted research staff members time to edit and review
performance incidents between data collection aftivities. For example,
following the data collection activities at Fort Bragg and Fort Campbell,
performance incidents were edited, content analyzed, and sorted into
categories. These categories were then integrated with those generated dur-
Ing the earlier workshops and discussed with participants in subsequent
workshops held at Fort Hood and Fort Carson.

A similar iterative procedure was used to generate performance dimen-
sions for the Batch B MOS.

Retranslation Activities

A primary objective of the retranslation exercise is to verify that the
performance dimension system providos a thorough and comprehensive coverage
of the critical job requirements. The evidence for this verification is high
agreement imong judges that specific incidents represeilt particular
components (factors) of performance, that all hypothesized factors can be
represented by incidents, and that all incidents in the sample can be
assigned to a factor (if they cannot, factors may be missing).

A second objective involves constructing the performance anchors for
each dimension. Participants are asked to rate the level of performance
described in the incident. These ratings are then used to help construct
behavioral anchors that describe typical performance at different effective.
ness levels within a single performance dimension.

Retranslation procedures employed for Batch A MOS differed from those
for Batch 8 MOS, as noted in the following description.
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Table 111.15

BARS Performance Incident Workshops: Number of Participants and
Incidents Generated by NOS and by Location - Batch A

MOS Total By
Location 13B 64C 71L 95B Location

Fort Ord

N - Participants 14 10 5 14 43
M - Incidents 195 80 59 213 547
Mean Per Participant 13.9 8.0 11.8 15.2 12.7

Fort Polk

M - Participants 12 15 15 15 57
N - Incidents 150 240 210 235 835
Mean Per Participant 12.5 16.0 14.0 15.7 14.7

Fort Bragg

N - Participants 13 14 11 17 55
N - Incidents 235 221 218 225 899
Mean Per Participant 18.1 15.8 19.8 13.2 16.4

Fort Campbvll

N - Participants 13 13 10 11 47
N - Incidents 195 191 154 238 778
Mean Per Participant 11.5 13.6 17.1 15.9 14.2

Fort Hood

N - Participants 13 13 10 11 47
NI- Incidents 180 183 133 92 588
Mean Per Participant 13.9 14.1 13.3 8.4 10.7

Fort Carson

M - Participants 19 15 13 14 61
N - Incidents 204 2:2 215 180 831
Men Per Participant 10.7 ]5.5 16.5 12.9 13.6

Total By MOS

N - Participants 88 81 63 86 318
N - Incidents 1159 1147 989 1183 447P
Mean Per Participant 13.2 14.2 1.5.7 13.8 14.1
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Table 111.16

BARS Performance Incident Workshops: Number of Participants and
Incidents Generated by OS and by Location- Batch B

MOS Total By
Lor.ation 11B 19E 31C 63B 91A Location

Fort Lewis

N - Participants 16 11 8 10 11 56
N - Incidents 211 180 124 172 130 817
Mean Per Participant 18.3 16.4 15.5 17.2 11.8 14.6

Fort Stewart

N - Participants 14 15 15 16 16 76
N - Incidents 216 275 256 208 249 1204
Mlean Per Participant 15.4 18.3 17.1 13.0 15.6 15.8

Fort Riley

N - Participants 18 7 10 11 8 54
N - Incidents 216 123 127 133 90 689
Mean Per Participant 12.0 17.6 12.7 12.1 11.3 13.8

Fort Bragg

N - Participants 13 14 16 16 13 71
N - Incidents 231 190 220 ?50 217 1,108
Mean Per Participant 17.8 13.6 13.8 16.7 1].7 15.6

Fort Silla

N - Participants 9 4 3 a 10 34
N - Incidents 26 0 13 32 20 91
Mean Per Participant 3.3 4.3 3.6 2.0 2.7

Fort Bliss-

N - Participants 14 lo 8 14 13 63
N - Incidents 93 70 39 71 55 328
Mean er Participant 6.6 5.0 4.9 5.1 1.? 5.2

Total By MOS

M - Participdntr 93 65 fn 75 71] 3,4
- Incidents 993 839 779 966 761 4,237

Mean Per Participant 12.0 1?.0 13.0 11.6 10,7 1?.)

a Participdntr at these posts spert most of the tirne completing retranslation
book!ets rather than genorating critical inciuents p.
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Retranslation Material and Procedure for Batch A. The Smith and Kendall
(1963) procedure calls'for including individuals familiar with the target job
as participants in the retranslation process. For the Patch A MOS, we
planned to include the participants from the earlier workshops in the I
retranslation phase; most of these persons were supervisors of the target
incumbents, rather than incumbents. Participants were informed during the
workshops that we would contact them via mail to complete another phase of
the project.

After taking a count of the incidents, we decided that it was impracti-
cal to ask participants to rate all performance incidents generated for their
MOS; the number of incidents per MOS ranged from 761 to 1,183. Instead, we
asked participants to retranslate only a subset of the total incidents.

Return rates across all Batch A 11OS were such that, on the average, only
about 20% of the participants completed the retranslation task. This number
of ratings proved insufficient for analyses. To increase the number of
retranslation ratings, we conducted retranslation workshops at Fort Meade,
Maryland, utilizing NCOs from the four MOS who were familiar with first-term
enlistee Job requirements. Further, project staff members from HumRRO who
were familiar with the Job requirements of one or more IOS also completed
retranslation booklets.

Procedures for Batch B. Because of the low return rate for Batch A MOS,
the procedures were modified for Batch B. Activities scheduled for the final
two workshops, conducted at Fort Sill and Fort Bliss, varied from those
described previously. At these workshops, participants spent the first 2
hours generating performance incidents describing 11OS-specific job behaviors,
then spent the remainder of their day completing retranslation booklets.

Participants were asked to complete as many retranslation booklets as
possible. In general, each individual completed about one-and-a-half to two
ooklets. Also during this session, particfpants were asked to retranslate

the performance incidents generated earlier during that session. Hence, we
obtained retranslation ratings for all performance incidents generated at the
first four workshops as well as retranslations for the new incidents gener-
ated at that particular workshop.

Construction of Initial Rating Scales I._

Table 111.17 summarizes the number of ratirgs obtained from the retrans- .r
lation exercise for Batch A and Batch B. The retranslation data were
analyzed separately for each M1OS. The process included computing for each
incident (a) the number of raters, (b) percent agreement among raters in
assigning incidents to performance dimensions, (c) mean effectiveness rating,
and (d) standard deviation of the effectiveness ratings. Percent agreement
values, mean effectiveness ratings, and standard deviations are provided for
all performance incidents in Section 3 of the r'oS appendixes in the API
Research Note in preparation.
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Table 111.17

BARS Retranslation Exercise: Number of Forms Developed for
Each MOS and Average Number of Raters Completing Each Form

Number of
Number Incidents/Form Average M'umber

MOS of Forms veveage Total of Raters/Form

Batch A

13B 4 171 6W4 17.0
64C 5 191 955 12.6
71L 4 190 760 14.0
95B 5 229 1145 7.6

Batch D

l1B 2 274 548 19.0
19E 3 201 603 9.7
31C 3 235 705 9.0
63B 3 230 690 16.0
91A 3 210 630 17.7

The next step in the process involved identifying those per',ormance
incidents in which raters agreed reasonably well on performance dimension
assignment and effectiveness level. For each MOS, we identified performance
incidents that met the following criteria: (a) at least 50% of the raters
agreed that the incident depicted performance In a single performance
dimension, and (b) the standard deviation of the mean effectiveness rating
did not exceed 2.0. These incidents were then sorted into their assigned
performance dimensions. Results from this sorting are presented for each MCS
in Table III.1I.

After the incidents had been sorted into performance dimensions, the
percentage agreement values were examined to identify dimensions that raters
found confusing or difficult to distinguish from one another. On the basis
of these data, some dimensions were dropped and some were collapsed.

After modifying the dimension system using results from the retransla-
tion exercise, wc developed behavioral anchors for each dimension. This
involved sortino effective performance incidents with mean values of 6.5 or
higher, averare performance with mean values of 3.5 to 6.4, and ineffective
performance vwith mean values from 1.0 to 3.4. We reviewed the content of the
incidents in each of these three areas and then summarized the information in
each to forrm three behavioral anchors depicting effective, averane, and in-
effective performance (see example in Figure 111.7).
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Table 111.18

Behavioral Examples Reliably Retranslated Into Each
Dimension on the BARS Measures

Number' of Number of

DimensIon Exampl1 Dimension Examples

Cannon Crewman (138) Military Police (95B)

A. Loading out equipment 49 A. Traffic control and enforcement 63
B. Driving and maintaining vehicles, 195 on post and in the field

howitzers, and equipment B. Providing escort security and 128
C. Transporting/sorting/storlng 108 physical security

end preparing ammunition C. Making arrests, gathering information 173
for fire on criminal activity, and reporting

0. Preparing for occupation and 44 on crimes
emplacing howitzer 0. Patrolling and crime/accident 236

E. Setting up commnuncations 24 prevention activities
F. Gunnery 99 E. Promoting confidence in the 118
G. Loading/unloadiug howitzer 32 military police by maintaining
H. Receiving and relaying 19 personal and legal standards

communications and through community service work
1. Recording/record Keeplng 29 F. Using interpersonal communication 87
J. Position improvement 14 (1PC) skills

G. Responding to medical emergencies 50
and other emergencies of a non-
criminal nature

Motor Transport Operator (IAC) Infantryman (115)
A. Driving vehicles 158
S. Vehicle coupling 46 A. Ensuring that all supplies and 73
C. Checking and maintaining vehicles 181 equipment are field-ready and
0. Using maps/following paper routes 27 available and well-maintained
E. Loading cargo and transporting 76 in the field

personnel 8. Providing leadership and/or taking 33

F.Parking and securing vehicles 32 charge in combat situations
G. Performing administrative duties 42 C. Navigating and turviving in the field 53
H. Self-recovering vehicles 20 0. Using weapons safely 38
1. Safety-mindedness 80 E. Demonstrating proficiency In the use 91
J. Performing dispatcher duties 15 of all weapons, armaments, equipment

VT and supplies
F. Maintaining sanitary conditions, 24

personal hygiene, and personal
Administrative Specialist (71L) safety in the field

G. Preparing a fighting position 29
A. Preparing, typing, and 183 H. Avoiding enemy detection during 22

proofreading documents movement and in established defensive
m. Distributing and dispatching 63 positions

Incoming/outgoing documents I. Operating a redio 27
C. maintaining office resources 73 J. Perfnrming recnnnaissance and patrol 37
0. Posting regulatinns 44 actioities
E. Establishing and/or maintaining 50 K. Performing guard and security duties 75

files IAW TAFFS L. Demonstrating courage and proviciency 5
F. Keeping records 94 in engaging the enemy
G. Safeguarding And monitoring 43 .M. Guarding the processing POWs and 15

security of classified materials enemy casualties
H. Providing customer service 30
1. Preparing special reports, 19

documents, drafts, and other materials
0. Sorting, routing and dl-itrihuting 28

*,. incoming/outgoing ma~l
K. Maintaining Army Post Office 2

equipment
L. Keeping Post Office records 20
M. Mainta;ning security of mail 9

(Continued)
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Table 111.18 (Continued)

Behavioral Examples Reliably Retranslated Into Each
Dimension on the BARS Measures

Number of Number of

0imension Examoles Dimension Examples

Armor Crewman (19E) Light-Wheel Vehicle Mechanic (63B)

A. Maintaining tank hull/suspenslon 123 A. Inspecting, testing, and detecting 47
system and associated equipment problems with equipment

B. Maintaining tank turret system/ 37 B. Troubleshooting 63
fire control system C. Performing routine maintenance 23

C. Oriving/recovering tanks 80 0. Repair 101
0. Stowing and handling ammunition 39 E. Using tools and test equipment 68
E. Loading/unloading guns 30 F. Using technical documentation 58
F. Maintaining guns 43 G. Vahicle and equipment operation 18
G. EngagIng targets withi tank guns 45 H. Recovery 36
H. Operating and maintaining 36 1. Planning/organizing Jobs 15

communication equipment J. Administrative duties 41
1. Establishing security in the field 33 K. Safety mindedness 89
J. Navigating 11
K. Preparing/securing tank 27

Medical Specialist (91A)

Radio Teletype Operator (31C) A. Maintaining and operating 51Army vehicles

A. Inspecting equipment and trouble- 50 9. Maintaining accountability of 28
shooting problems medical supplies and equipment

8. Pulling preventative maintenance 79 C. Keeping medical records 31
and servicing equipment 0. Attending to patients' concerns 15

C. Installing and preparing equipment 162 E. Providing accurate diagnoses in a 11
for operation clinic, hospital, or field setting

0. Oper'ating communications devices 142 F. Arranging for transportation and/or 44
and providing for an accurate and transporting injured personnel
timely flow of information G. Dispensing medications 42

E. Preparing reports 33 H. Preparing and Inspecting field site 34
F. Mointaining security of equipment 67 or clinic facilities in the field

and information 1. Providing routine and ongoing patient 95
G. Locating and providing safe transport So care

of equipment to sites J. Responding to emergency situations 142
K. Providing instruction to Army personnel 18

MT
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A. TRAFFIC CONTROL AND ENFORCEMENT

Controlling traffic and enforcing traffic laws-and parking rules.

1 2 3 4 5 6 7

e Often uses hand/arm eUsually does a rea- * Consistently uses
signals that are dif- sonable job when di- appropriate hand/
ficult to understand, recting traffic by arm signals; always
at times resulting using adequate hand/ wears reflectorized
in unnecessary acci- am signals and/or gear; generally
dents; often falls to wearing reflectorized monitors traffic
wear reflectorized gear. from plain-view
ear; overlooks vantage points;
azardous traffic consistently re-

conditions; sleeps frains from behav-
on duty; pays exces- iors such as reading
sive attention to and prolonged con-
things unrelated to versation on non-
the job. Job related topics.

s May display excess M Makes few errors e Always uses emergency
leniency or harsh- when filling out equipment (e.g.,
ness when citing of- citations; usually flares, barricades)
fenders, allowing does not allow an to highlight unsafe
their military rank, offender's race, conditions and en-
race, and/or sex to sex, and/or sures that hazards
influence his/her military rank to are removed or other-
actions; makes many interfere with wise taken care of.
errors when filling good Judgment.
out citations.

Figure 111.7. Sample Behavioral Sumary Rating Scale for
Military Police (95B).

I.

It is important to note that for each 1OS we developed Behavioral
Suwmary Scales. Traditional behaviorally anchored rating scales contain
specific examples of job behaviors for each effectiveness level in a
performance dimension. Behavioral Summary Scales, on the other hand, contain
anchors that represent the behavioral content of ALL performance Incidents
reliably ret'anslated for that particular level of effectiveness. This makes
it more likely that a rater using the scales will be able to match observed
performance with performance on the rating scale (Borman, 1979).
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After developing the performance rating scales for each MOS, we
submitted the scales to review by a project research staff member familiar
with the development process. Results from this review were used to clarify
performance definitions and behavioral anchors. The final set of performance
rating scales administered in field test sessions are included in Section 4
of the MOS appendixes in the ARI Research Note in preparation.

Revisions After Retranslation

The categorization of the original critical incident pool produced a
total of 93 initial performance dimensions with a range of 7-13 dimensions
per MOS. Based on the retranslation results, a number of the original
performance dimensions were redefined, omitted, or combined. From the
original set, six were omitted and four were lost through combination. One
of the omissions was due to the fact that too few critical incidents were
retranslated into it by the Judges. The other five were omitted because the
factor represented tasks that were well beyond Skill Level 1 or were -from a
very specialized low-density "track" within the MOS (e.g., MOS 71L FS-Postal
Clerk).

Field Test Versions of MOS-Specific BARS

In sum, the results from the retranslation exercises were used to eval-
uate and n'odify the performance dimension system that had been developed for
each MOS. The final set of behaviorally anchored rating scales for the nint
MOS for use in the field test contained from 6 to 12 performance dimensions.
Each of the performance dimensions includes behavioral anchors describing
ineffective, average, and effective performance. Raters were asked to use
these anchors to evaluate ratees on a scale ranging from 1 (ineffective per-
formance) to 7 (effective performance).

Before the rating scales were tried out in the field, one additional
scale was constructed for each MOS rating booklet. On this scale raters are
asked to evaluate an incumbent's overall performance across all MOS-specific
performance dimensions. This final rating scale is virtually the same for
all MOS; it includes three anchors depicting ineffective, average, and
effective performance.

Rating scale booklets that provided raters with performance dimension
titles, definitions, and behavioral anchors were assembled for each MOS. The
rating booklets were designed so that raters could evaluate up to five ratees
in each. The booklets do not include instructions for using the scales to
make performance ratings; instead, oral instructions were given during the
field test rating sessions.

The field test samples and procedures are described in Section 8. Field
test results and subsequent modifications of the BARS are described in
Section 11. /
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Section 5

DEVELOPMENT OF ARMY-WIDE RATING SCALES 1

The principal objective for this part of Project A's criterion
development work is to construct a set of critical incident-based rating
scales that will assess the major performance factors in the Army-wide, or
non-job-specific, portion of the total performance space. Another ohjective
is to develop rating scales that focus on specific common tasks that all
first-term soldiers are required to perform. The procedures for developing
each of these two kinds of rating scales will be described 'in turn.

Development of Arty-Wide Behavior Rating Scales

The development of the Army-wide behavior rating scales followed the
same general procedure as for the flOS-specific BARS (described in Section 4)
and those details will not be repeated here. What is presented below are the
procedures and findings that are specific to the Army-wide scales.

Behavior Analysis Workshops and Procedures

Seventy-seven officers and NCOs participated in six 1-day workshops
intended primarily to elicit behavioral examples of soldier effectiveness
that were not HOS-specific. Table 111.19 describes the workshop participant
groups. A total of 1,315 behavioral examples were generated in the six
workshops. Details relevant to this data collection appear in Table 111.20.

Duplicate examples and examples that did not meet the criteria specified
(e.g., the incident described the behavior of an NCO rather than a first-term
soldier) were dropped from further consideration. The remaining 1,111
examples were edited to a common format and content analyzed by project staff
to form preliminary dimensions of soldier effectiveness. Specifically, three
researchers independently read each example and grouped together those
examples that described similar behaviors. The sorted examples were then
reviewed and the grou ings were revised until each author arrived at a set of
dimensions that were homogeneous with respect to their content.

After discussion among project staff and with a small group of officers
and NCOs at Fort Bennino, a consensus was reached on a set of 13 dimensions.
These were then submitted to retranslation.

Retranslation of the Behavioral Examples

The retranslation task was divided into five parts, with each part
requiring a judoe to evaluate 216-225 behavioral examples. Judges were

lThis section is based primarily on ARI Technical Report 716, Development
and Field Test of ,rm y-Wide Rating Scales and the Rater Orientation and
,rini. g Program, Elaine 0. Pu akos and Walter C. , ora n (Eds ., anFdthe
supplementary ARI Research Note 87-22, which contains the report appendixes.
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Table 111.19

Participants in Behavioral Analysis Workshops for Army-Wide Rating Scales

Rank n Gender n

NCO (N - 30) NCO
SP4 1 Male 28
E-5 5 Female 2
E-6 13
E-7 11

Officer (N • 47) Officer

First Lt. 3 Male 44
Captain 29 Female 3
MaJor 15

Table 111.20

Soldier Effectiveness Examples Generated for Army-Wide Behavior Rating Scales

Mean Number
Number of of Examples

Location Participants Examples Per Participant

Fort Benning 14 Officers 228 16
13 NCOs 149 11

Fort Stewart 13 Officers 266 20
13 NCOs 216 17 -

Fort Knox 12 Officers 239 20

Fort Carson 8 Officers
4 NCOs 217 18

Tctal 77 1,315 17
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provided with definitions of each of 13 dimensions to aid in the sorting, and
with a 1-9 effectiveness scale (1 = extremely ineffective; 5 = adequate/
average; 9 - extremely effective) to guide the effectiveness ratings. The
retranslation materials, including all 1,111 edited behavioral examples,
appear in Appendix B, ARI Research Nlote in preparation. Sixty-one officer
and NCO Judges completed retranslation ratings.

Retranslation Results

Table 111.21 shows the number of behavioral examples reliably retrans-
lated for each of the 13 dimensions. The criteria established for accept-
ance--greater than 50% agreement for the sorting of an incident Into a single
dimension, and a standard deviation of less than 2.0 for the distribution of
judges' effectiveness ratings for one incident--left 970 of the 1,111 exam-
ples (78%) included for subsequent scale development work.

The results in Table 111.21 were seen as satisfactory, in that
sufficient numbers of reliably retranslated examples were available to
develop behavioral definitions of each dimension. Two pairs of dimensions
were combined, resulting In a total of 11 Army-wide dimensions. Leading
Other Soldiers and Supporting Other Unit Members were combined to form
Leading/Supporting; Attending to Detail and Maintaining Own Equipment were
collapsed to formi Maintaining Assigned Equipment. The two combinations
seemed appropriate because of the conceptual similarity of each of the
dimension pairs.

For each of the 11 dimensions, the reliably retranslated behavioral
examples were then divided into three categories of effectiveness levels, and
behavioral summary statements were written to capture the content of the
specific examples at low (1-3.49), average (3.5-6.49), and high (6.5-9)
performance levels. Development of the behavioral summary statements is the
critical step in forming Behavior Summary Scales (Borman, 1979).

Additional Army-Wide Scales

In addition to the 11 Army-wide BARS, two summary rating scalhs were
prepared. First, an overall effectiveness scale was developed to obtain
overall judgments of a soldier's effectiveness based on all of the behavioral
dimension ratings. Second, an NCO potential scale was developed to assess
each soldier's likelihood of being an effective supervisor as an HCO.

Final List of Army-Wide Behavioral Rating Scales

The 11 Ariry-wide BARS that were retained plus the overall performance
and NCO potential scales provided the following behavioral rating scales for
the field test:

A. Technical Knowledge/Skill
B. Effort
C. Following Regulatiors and Orders
D. Integrity
E. Leadership
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TaI'le 111.21

Behavioral Examples Reliably Retranslateda Into Each Dimension
for Arty.-Wide Behavior Rating Scales

Number of
Dimensions Examoles

A. Controlling own behavior relateQ to personal 107
finances, drugs/alcohol, and aggressive acts

B. Adhering to regulations and SOP, and displaying 1E8

respect for authority

C. Displaying honesty and Integrity 53

D. Maintaining proper military appearance 34 -

E. Maintaining proper physical fitness 36

F. Maintaining own equipmentb 45

G. Maintaining living and work areas to 23
Army-unit standards

H. Exhibiting'technical knowledge and skill 47

I. Showing initiative and extra effort on Job/ 131
mission/assignment

J. Attending to detail on jobs/assignments/ 59
equipment checksb

K. Developing own Job and soldiering skills 40

L. Effectively leading and providing motivation 71
to other soldie'sc

M. Supporting other unit membersc 65 8

870

a Examples were retained If they were sorted into a single dimension by
greater than 50% of the retranslation raters and had standard deviations of
their effectiveness ratings of less than 2.0.

b These two dimensions were subsequently combined to form a Maintaining
Assigned Equipment dimension.

c These two dimensions were subsequently combined to form a Leadership
dimension.
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"F . MaintaininC Assigned Equiprent
G. Maintaining Living/Work Areas

H. Miilitary Appearance
I. Physical Fitness
J. Self-Development
K. Self-Control

Overall Effectiveness
NCO Potential

Development of Army-Wide Common Task Dimensions

Rating scales covering the common task domain were developed from tasks
appearing in the Skill Level 1 Common Task Soldier's Manual. Because this
manual specifies tasks that all first-term soldiers are expected to te able
to perform, it seemed an appropriate source of Army-wide common task
dimensions.

To develop these dimensions, a senior staff member content analyzed the
specific tasks contained in the manual (e.g., Read and Repoit Total Radiation
Dose; Repair Field Wire) and identified 11 common task areas that appeared to
reflect in summary form all of the specific tasks. Examples ef common task
areas are See: Estimating Range and Combat Techniques: Moving Vnder Direct
Fire.

Ratings consisted of evaluating how well each ratee typically perfurmed
each task on a 7-point scale, from 1 a "Poor: does not meet standards and
expectations for adequate performance in this task area" to 7 a "Excellent:
exceeds standards and expectations for performance In this task area." In
addition, raters were given the option of choosing a "0," indicating that
they had not observed a soldier performing in the task area. The 13 common
task dimensions are:

A. See: Identifying Threat (armored vehicles, aircraft)
B. See: Estimating Range
C. Communicate: Send a Radio Mlessage
D. Navigate: Using a Mlap
E. Navigate: Navigating in the Field
F. Shoot: Performing Operator Maintenanne Weapon (e.g., N116 rifle)
G. Shoot: Engaging Target With Weapon (e.g., 11K)
H. Combat Techniques: Moving Under Direct Fire
I. Combat Techniques: Clearing Fields of Fire
J. Combat Techniques: Camouflaging Self and Equipment

_. K. Survive: Protecting Against NDC Attack
L. Survive: Performing First Aid on Self and Other Casualties
M. Survive: Knowing and Applying the Customs and Laws of War

Field Test Instruments

On the basis of the above development steps, the Army-wide U.RS scales
and the Common Task Rating Scales were deemed ready for field testing in the
Batch A and Patch B rOS. Field tcst procedures are described in Section F,
and field test results and subsequent modifications to the instruments are
described in Section 12.
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Section 6

DEVELOPMENT OF THE COMBAT PERFORMANCE PREDICTION RATING SCALE 1

This section describes the development of a combat performance
prediction scale, designed to evaluate performance under degraded conditions
and the increased confusion, workload, and uncertainty of a combat environ-
ment. Such conditions would be expected for many soldiers near a battle
area, even though it is likely that only a small percentage of the total Army
force will directly participate in combat. Clearly, a soldier's judged
effectiveness in a combat environment represents a potentially important
indidator of overall effectiveness (Sadacca & Campbell, 1985).

This scale, like the Army-wide rating scales, was intended to be
appropriate for any MOS. It is the only criterion that specifically
addresses combat performance for all Project A MOS. It is also the only
instrument expressly designed to measure performance under adverse
conditions.

In developing this rating scale, we recognized that this rating task may
pose some unusual difficulties for raters. First, although raters may often
observe soldiers in garrison/field performance, opportunities to observe
performance under adverse conditions may have been limited. Second, the
majority of peer and supervisor raters have never experienced combat, so they
are being asked to predict how soldiers would perform in a situation that the
raters themselves may not know first-hand.

Unlike the Army-wide rating scales, which are behavioral summary scales,
the Combat Performance Prediction Scale takes the form of a sumrated scale.
This type of instrument is a series of scaled items (critical incidents),
each followed by a response format. The items represent the positive and the
negative aspects of each behavioral dimension. Items are presented in random
order (across dimensions) on the rating form to preclude a response-set bias
(for either the dimension or the direction of the item).

A major consideration in selecting the summated format for the predic-
tion scale was the expected high correlations, attributable primarily to
method variance, between this scale and the Army-wide scales if similar
formats had been used for the two types. This was of particular concern
given the subjective nature of the judgments that raters would be asked to
make on the prediction scale. Another consideration was that we felt it was
more reasonable to ask raters how likely it was that the soldiers they were
rating would perform a given act, than to ask them to predict whether or not
these soldiers would actually perform the act at a particular performance
level, under combat conditions. Summing across rating items (acts) yields a
score that measures the rater's assessment of the probability of how the
ratees would act under combat-like conditions.

IThis section is based primarily on an unpublished manuscript, "Development
of Combat Performance Prediction Scales," by Barry Riegelhaupt and Robert
Sadacca.
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Scale Development

Development of a Conceptual Framework

The starting point for our combat scale development work was to build a
conceptual model of combat effectiveness. We began with a set of behaviors
that were not directly related to task performance, but were related to the
broader concept of individual effectiveness in combat. In particular,
elements that would be potentially important contributors to organizational
effectiveness in Army combat units were considered. From the Army's perspec-
tive, being a good combat soldier means perForming tasks in a technically
proficient manner and displaying such !haracteristics as motivation, personal
discipline, and physical fitness tho are valued Army-wide. Within this
framework, there may be additional elements that contribute to a soldier's
combat effectiveness in the unit. The initial step of developing a con-
ceptual framework was seen as useful for guiding thinking during subsequent
empirical work to identify and define all elements of the combat effective-
ness domain.

The preliminary set of combat performance dimensions is ýhown in Figure
III.8. They are the result of preliminary hypotheses about behaviors that
might be important to combat effectiveness. They were developed from a
review of relevant literature (Anderson, 1984, a,b,c; Brown & Jacobs, 1970;
Fiedler & Anderson, 1983; Frost, Fiedler, & Anderson, 1983; Henriksen et al.,
1980; Hollander, 1954, 1965; Kern, 1966; Sterling, 1984) and insights pro-
vided by combat veterans on the Project A staff.

While the conceptual framework was considered important to subsequent
development, we also believed strongly that an empirical strategy should be
used to examine the combat effectiveness domain. Accordingly, a variant of
the critical incidents or behavioral analysis (Smith It Kendall, 1963)
approach was employed to identify dimensions of combat effectiveness. The
many behavioral examples emerging from this step were content analyzed, and
then submitted to a retranslation and scaling procedure. Following field
testing, the best items were selected and the scale to be used in Concurrent
Validation was developed.

Critical Incident Workshops

The inductive behavioral analysis strategy (Campbell, Dunnette, Arvey, &
Helle;'vik, 1973) requires persons familiar with a job's performance demands
to generate examples of effective, mid-range, and ineffective behavior
observed on that job. In the present application, "Job behavior" was defined
broadly as any action related to conhat effectiveness, Officer and iCO
participants in critical incident workshops were asked to provide behavioral
examples (positive and negative) relevant to first-term combat effective-
ness; examples were to be appropriate for arid applicable to any 1!OS.

rorty-slx officers and NICOs participated in one of the four 1-day
critical incident workshops. All participants were combat veterans, the
large majority with experience in Vietnam. In each wiorkshop, the leader, a
ueniber of the Project A research staff, first described Project A and

% ,
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A. Esprit de corps

Ability and desire to foster a common spirit of devotion and enthusiasm
among members of a group/unit; identification with group/unit goals;
commitment to maintaining and enhancing the reputation of the unit.

B. Initiative/Flexibility

Ability and willingness to identify and seize the opportunity to create
novel solutions to combat problems; reasoned acceptance of risk.

C. Intelligence/Common Sense

Ability to size up a situation accurately by using all available informa-
tion; willingness to evaluate the opinions of experienced personnel before
making decisions.

D. Commitment/Devotion!Responsibility

Willingness to sacrifice personal gdin for the good of the unit and its
members; devotion to accomplish one's duty; willingness to take responsi-
bility for the safety of self and others, for the maintenance of weapons
and equipment, etc.

E, Physical and Moral Courage

Ability to face danger with confidence and emotional stability.

F. Obedience/Allegiance to Superiors

Ability and willingness to obey orders, for example, to advance on enemy
positions, to dig in, etc.

G. Tactical/Technical Knowledge

Ability to follow standard operating procedures; knowledge of and ability
to coordinate weapons, ammunition, equipment, and personnel.

H. Psychological/Physical Effects of Combat

Reaction to stress associated with shooting and killing enemy soldiers,
losing a team/unit leader, seeing others wounded or killed, waiting for
orders between battles, uncertainty oF the situation, etc.

I. Interpersonal Communications

Ability to interact with others on a one-to-one or group level.

J. Decisiveness 
V

Ability to make decisions based often on limited, incomplete, and unrell-
able information.

K. Personal Example

Ahility to set a good personal example for others.

Figure 111.8. Preliminary set of combat performance dimensions.

U ý1-69



explained how the prediction of combat performance was an integral part of ."%

the project. Participants were then led into a discussion of how combat
effectiveness could be defined in terms of more specific dimensions--that is,
what categories can be used to define what is meant by combat effectiveness?

The workshop leader next presented the preliminary set of dimensions
(see Figure 111.8) and discussed overlap, semantic differences, and possible
additions. This approach permitted workshop participants to think about
combat effectiveness from their own perspective, and then compare that with
our notions. Perhaps the most important function served was to establish a
context for the behavioral examples the participants would be writing.

The workshop leader then distributed the instructions on how to write
behavioral examples. These materials had a modeling orientation showing
participants improperly written examples and then these examples corrected to
the proper form. After review of these materials, participants were asked to
write a behavioral example, which was reviewed and corrected as needed by the
workshop leaders. Except for periods taken to discuss behavioral examples or
effectiveness dimensions emerging from the content of the examples, the rest
of each workshop was devoted to participants writing and leaders reviewing
the examples.

A total of 361 behavioral examples was generated in the four workshops
(Table 111.22). After duplicative examples and those that were specific to
officers, MOS, or equipment were eliminated, 158 usable examples remained.
Since some of these examples might be eliminated during subsequent scale
development work, it was desirable to have a larger set of items available.
A review of a set of examples that had been used in the Army-wide rating
scale retranslation workshops revealed 73 that described behavior in a
combat-type situation; most of them described effective or ineffective
behavior under adverse conditions during training and field exercises. These
examples were added to the 158 usable examples from 'ie combat workshops.
The distribution is shown in Table 111.23.

The examples were edited to a common format and used to revise the pre-
liminary list of dimensions of combat effectiveness. Three researchers
independently read each example and grouped those that described similar
behaviors. The examples were then reviewed and the groupings revised until
the researchers arrived at a set of homogeneous behavior categories. The
content analysis of the incidents resulted in a reduction of the number of
dimensions from ii to 8. The revised dimensions are shown in Figure 111.9.
Employing the eight dimensions and 231 behavioral examples, materials were
developed for retranslation and scaling workshops.

Retranslation and Scaling Workshops

Retranslation provides a way of checking on the clarity of individual
behavioral examples and of the dimension system. In retranslation, persons
familiar with the target domain make two judgments about each example: (a)
the dimension or category it belongs to based on its content, and (b) the
level of effectiveness or ineffectiveness it reflects. Examples for which
there is disagreement either on catennry membership or nn effectiveness level
may not be stated clearly, and may need to be revised or eliminated from
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further consideration. Also, confusion between two or more content cate-
gories in the sorting of several examples may reflect poorly formed and/or
defined aspects of the dimension system.

The retranslation task was performed by 16 officer and NCO Judges, all
of whom were combat veterans. Judges were provided with definitions of each
dimension to aid in sorting behaviors, and a 1-9 effectiveness scale
(1 a extremely ineffective; 5 a average effectiveness; and 9 - extremely
effective) for use in rating the level of positive or negative performance.

Table 111.22

Combat Performance Workshop Participants and Examples Generated

Number of

Workshop Participants Examples Generated

1 11 Field Grade Officers 80

210 NCOs 32

3 15 Field Grade Officers 166

4 10 NCOs 83

Total 46 361

Table 111.23

Number of Edited Examples of Combat Behavior

Combat Army-Wide
Workshops Workshops Total

Positive 96 42 138

Negative 62 31 93

Total 158 73 231
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A. Cohesion/Commltment to Others
-ASi'Tty and desire to foster a common spirit of devotion and

enithusiasm among members of a group
* Concern for the physical/emotional welfare of the individual

members of the group
e Commitment to maintaining/enhancing the effectiveness of the group

B. Intelli ence/Cornmon Sense
* Abil Ity to learn quickly and apply the newly acquired

knowledge/skill in a novel situation
e Ability to size up a situation and use available resources to make

a decision
* The exercise of appropriate judgment

C. Sel f-D• sct p] ie/Responl..bi111t~y.•

willingness to accept responsibiity for the accomplishment of the
task at hand

* Conceri for conditions 'that jeopardize the safety of self and
cthers

* Concern for the maintenance of weapons and equipment, etc.

D. Physical/Medical Condition
* Ability and willingness to maintain both physical and medical

fitness
* Physical endurance as demonstrated by little or no reduction in

performance even after or during prolonged or strenuous activities
SConcern for proper health care/hygiene to avoid sickness and

disease

E. Mission Orientation
* Willingness to make sacrifices and endure hardships to accomplish

mission
* Commitment and dedication to accomplishing one's assigned

duties/responsibilities
* Willingness to accept a reasonable amount of risk in the pursuit

of mission accomplishment

F. Technical/Tactical Knowledge
i 0 t to oll ow Sop
* Knowledge of and ability to coordinate weapons, ammunition, and

equi pment
s Ability to perform-MOS specific and common soldiering tasks

G. Psychological Effects of Comhat
* Reaction to stress associated with shooLinC and killinq, losing a

unit/team leader, seeing others wounded or killed, waiting for
orders between engagements, etc.

• Ability to perform duties with little or nn decremont under
emotionally stressful situations

H. Initiative
* Ability and willingness to take the appropriate action at the

appropriate time without being told to do so

Figure 111.9 Revised set or combat performance dimensions.
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Acceptable agreement was defined as greater than 50%- of the judges
sorting an example into the same dimension. Of the 231 examples, 108 did not
meet this criterion and were placed in an "Other" category (Table 111.24),

Table 111.24

Agreementa by Dlscrlminability Item Distribution

t-Value

5.5 & 5.6- 7.1- C.1 &
Dimension Below 7.0 9.0 Above Total

Cohesion/Commitment 12 4 9 9 34
Intelligence/Common Sense 1 0 0 3 4
Self-Discipline/Responsibility 3 3 3 16 25
Physical/ledical Condition 2 1 1 2 6
Mission Orientation 1 6 7 5 19
Technical/Tactical Knowledge 4 3 2 4 12
Psychological Effects 4 3 2 0 9
Initiative 1 4 4 4 12

Otherb 32 24 2V, 24 10c

Total 60 48 5F, 67 231
(26%) (21%) (25%) (27%)

a Greater than 50% agreement among judges in placing items in dimensions.

b Items not reliably retranslated into the eight dimensions.

The same group of judges performed a scaling task that provides a way of
determining which examples discriminate between "best" and "worst" perform-
ers. Each judge was asked to make two ratings. For one rating, judges were
asked to think of the "best" soldier they had ever worked with in combat and
to decide how likely it was that that soldier would have behaved like the
soldier in each example. For the other rating, they performed the same task,
but this time considered the "worst" soldier they had ever worked with. Half
of the 16 judges rated the "best" soldier first and half rated the "worst"
soldier first, using a 15-point scale ranging from very unlikely (1) to very
likely (15).

A discririnahility inrlpx wAs c• 1rl,;,'rd by computinr a dcpeqdent t-vol&t,
fur each of the 231 items. The L-value is a measure of the statTstical
significance of the difference in m'ean probability assigned by the raters to
their "beit" soldier perforning the act described in the item versus that
assigned their "worst" soldier performing the act. A. t-value equal to or
greater than 2.95 woLuld be significant at the p < .01 lev6ei.
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As shown in Table 111.24, the 231 items were divided roughly into
quartiles on the basis of t-values, as an aid in selecting items that had
both high discriminability-and high agreement. A total of 171 items had
t-values of 5.6 or greater. Thus, a sufficient number of items discriminated
'best" from "worst" combat soldiers at a very high level of statistical
significance. However, 76 of those examples had been assigned to the Other
category after retranslation because they had not been reliably retranslated
into dimensions. Additionally, the categories of Intelligence/Common Sense,
Physical/Medical Condition, and Psychological Effects contained very few
items.

A factor analysis (unweighted least squares, with a Promax rotation)
was performed to attempt to reduce the number of dimens' )ns. The results
provided guidance on how to combine dimensions. Examples placed in the
Intelligence/Common Sense category were reassigned to either Self-Discipline/
Responsibility or Technical/Tactical Knowledge based upon the frequency of
judges' placement of the items. Items from Physical/Medical Condition were
combined with items in the Self-Discipline/Responsibility category. Behav-
ioral examples of Psychological Effects were placed in the Mission Orienta-
tion category.

In developing the final form of the Combat Performance Rating Scale, the
goal was to select items that reflected good performance and poor performance
to represent the domain of combat effectiveness. In a summated scale, the
most important criterion is the items' ability to discriminate between per-
formance extremes. Consequently, reducing the agreement criterion for dimen-
sional agreement among judges In order to increase the number of items does
not violate good construction practice for a summated scale. To make sure
that we considered a maximum set of discriminating items, we redefined the
dimension agreement criterion (initially "greater than O%") to "equal to or
greater than 50%").

The agreement by discriminability item distribution for the reduced
dimensional set and redefined agrecinent criterion is shown in Table 111.25.
It should be noted that at this point five items were viewed as too sensitive
and were deleted from further consideration. Following these changes, 113
Items had t-values of 5.6 or greater end were reliably retranslated into one
of the five dimensions. This represented the item pool from which the items
were selected for further development of the combat prediction rating scale.

Item Selection

Selection of items for the field test version of the scale was to be
based primarily on discriminability, with consideration also given to
dimension agreement, and with an approximate balance between positive and
negative examples. Allowing for time constraints in testing, and eliminating
poor items, the goal was to select 80 items--the 16 best discriminaLing Items
from each of the five dimensions. However, when items were rank ordered on
the basis of t-values within each dimension by positive and negative items,
some t-values were too low to allow the item to be included. Also, the
Initiaive dimension contained only 13 items. Therefore, in addition to the
five dimensions, items from the Other category were selfcted for inclusion in
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the scale. The items selected for field testing are shown in Table 111.26.
Including the Other category resulted in a more balanced coverage of the
dimensions and of the positive/negative split, and a set of Items all having
t-values greater than 5.6.

Table 111.25

Combat Prediction Agreementa by Discriminability Item Distribution for
Reduced Dimensional Set and Redefined Agreement Criteria

t-Value

6.5 9 5.6- 7.1- 9.1 &
Dimension Below 7.0 9.0 Above Total

Cohesion/Commitment 14 4 9 10 37
Self-Discipline/Responsibility 8 4 5 25 42
Mission Orientation g 12 11 8 40
Technical/Tactical Knowledge 8 6 5 3 22
Initiative 2 3 4 4 13

Otherb 21 16 22 13 72

Total 62 45 56 63 226
(27%) (20%) (25%) (28%)

a Equal to or greater than 50% agreement among judges.

b Items not reliably retranslated into one of the five dimensions.

Table 111.26

Items Selected for Field Test of Combat Performance P-edtctlon Scale

Dimension Positive Ne.at Ive Total
Cohesion/Commitment 12 3 15 -

Self-Discipline/Responsibility 6 10 16
Mission Orientation 8 7 15
Technical/Tactical Knowledge 4 7 11
Initiative 10 0 10

Other 9 4 13

Total 49 31 80

111-75



To reduce the administrative burden on any one rater, two forms (Form A
and Form D) were developed. Each contained 60 items-.40 conrion to both forms
and 20 unique to each form.

Review and Rescaling

The two proposed 60-item forms of the Combat Performance Prediction
Scale were reviewed by three ;ormipany grade Army officers And three ARI
scientists. As a result of that review, three items common to both forms
were deleted and a large proportion of the remaining 77 items were reworded.
The rewording was extensive enough to render qu.stionable the discrinl1-
nability indexes previously computed for each item. Therefore, the 77 items
were subjected to a rescaling.

The rescaling workshop was conducted using the same procedures as for
the original scaling. Eight officers and one civilian (seven of the nine
were combat veterans) made the "best" and "worst" cormbat soldier ratings for
each of the 77 items. New t-values were computed for each item. In general,
the rescaled values were ofrlower statistical significance than the original
t-values. However, in only one case did the rescaled item result in a non-
s*ignificant t-value. This ite, (in Form A) was deleted.

Field Test Version of Combat Effectiveness Prediction Scale

For the field test, Part I of Form A contained 56 items and Form B
contained 57 items. In Part II of both forms, raters were asked to respond
to three additional questions: how confident they were, overall, in the
ratings they had Just completed; how many of the items made sense to them;
and which items least applied to the soldiers whom they had just rated.

The lield test version of the Combat Effectiveness Prediction Scale thus
consisted of 76 items split between two forms. with 3 additional items
designed to capture reactions to the scale itself. The instructions for
raters and two sample items from the field version are shown in Figure
III.10. Because the development of this scale followed a oafferent schedule
than the other criterion measures, it was field tested with only a portion of
the Batch [D sample. The field test results hre reported in Section 14 of
this report.

'Im
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CnMBAT PERFORIMANCE PREDICTION ",CALE

II- INSTRUCTIONS

- On the following pages, you will find exan.plos that dos.r.be activl"'qs of solceus in c..nba., A4sur'e tiat 1
ý11111 the soldiers you are rating were plac';u in th0 combat situation deiocribed 2nd had the oppvr•uryv I ) ben iv
4 al the soldier in each etainple behaved, Then, using the scale shown below. im'icate the gC•ieihlod of 0,1
"1 soldiec, you art rat-ng performitig as the slolier in the# example perfo imed.

- Very Fairly About 50-50 Fairly Very
- Unlikely Unlikely Chance Likely L.lkittly-- 0 0 0 0 0 0 0 0 0 0. 0 0 0 0, 0

"Please darken the circle under the point on thi scale that gives the Iillallhood that each soldier would behave
in the way described In the example. For example. ;f you think thait there was absolutely no chance that

- the soldier you are rating would do what the soldier in the example did. thin you would darken the Pirst
"M circle under the Ve y Unlikely part of the scsle. If you think that the woldler you are rating would absolutely
- certainly do what the saoldier in the example did. then darken the last circlu under the Very Likely part of

the scale. If tho likelihood is between the two extremes, darken the appropriate circle.

-l Please evaluate earh &..Ildier's likelihood of doinq every activity. Do nmt leave any blanks.

CCMBAT PERFORMANCE PREDICTION
RATING SCALE ITEMS-

1. This soldier volunteered to lend a team to an aclidenst scne where immediate first aid was requited
before an order was given,

Very Fairly About SO-00 Faitly Very
Unlikely Unlikely Chance Likely Likely

Line up the namcs 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of theSoldier$ 2 0 0 0 0 0 0 0 0 0 0 0 0 0 00 -
yoouareorong 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
with the.rows -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 --
to the right. 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0

I

2. Neat the end of a moveeniamt, when soldierA were ardaed to prepare fighting positions, this solditr 1

prepared his position tquickly and then airinted other squad m•rinberl.

Vary railly About 50.50 Fairly Very "
Unlikely Unlikely Chance Likely Likely -

Lineup the names I0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -

fthe sodiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
voureroting 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1"11
%-.orhthe raws 4o o c 0 0 6 0 0 0 0 0 0 0 nl 0
to the light. '0 0 0 0 0 0 0 0 ") 0 0 0 0 0 0 MM

Figure 111.10. Sample of Combat Performance Prediction Scale
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Section 7

ADMINISTRATIVE/ARCHIVAL RECORCS AS ARMY-WIDE PERFORIIANCE MEASURE$ 1

A major activity within the overall program of performance criterion
development is to explore the use of the archival administration records as
first-tour job performance criteria and in-service predictors of soldier
effectiveness. The Enlisted Master File (EI.MIF), the Official Mli1 tary
Personnel File (Ot1PF), and the Military Personnel Recods Jacket (IlPRJ) are
the Army records sources that contain administrative actions that could be
used to form measures of first-tour soldier effectiveness.

A serious difficulty in using administrative records for evaluation
purposes is that the material in the records very often reflects only
exceptionally good or exceptionally poor performance. Measures of
performance based on personnel actions that appear infrequently could have
very little variance. A strategy for dealing with the skewness and lack of
variability in records data that result from low base rates is to combine
records of different kinds of events and actions into more general indexes.
When scores on administrative measures that reflect the same underlyinv,
cunstructs are combined, the base rate might improve to a level where
significantly higher correlations with other variables would be possible.
Accordingly, project staff undertook a detailed examination of the three
archival data sources and an analysis of the feasibility of developing
first-tour and in-service predictors from them.

Identification of Administrative Indexes

A preliminary list of administrative measures indicative of soldier
effectiveness was developed from a review of relevant Army Regulationso
previous research efforts in military settings, and intnrviews with
1,nowledgeable Army personnel. The list is presented in Table 111.27. A
description of the detailed investigation into each of the three records
sources follows.

Enlisted Master File (EMF)

The EIF is an automated inventory of personal data, enlistment condi-
tions, and military experience for every enlisted individUal currentiy on the
U.S. Army payroll. It contains a large number of variables for each individ-
ual, ranging from pay grade to Skill Qualiflcation Test (SQT) scores to the
Ar'my's operational performance appraisal ratir.s In the form of the Enlisted
Efficiency Report (EER).

-This section is based priniarily on an ARI Technical Report 7F4, Thn
Developnment of Adiflnistrative Measures As Indicators of Soldier Eff.c-
F'veness, by--a-rry- ."75fogelhaut Cor0o17n--Defleyer H7arrI-s, ant oZberTE
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Table 111.27

Preliminary List of Administrative Measures Indicative of
Soldier Effectiveness

* Reason for Soparation From the Army
* Reenlistment Eligibility
a Reenlistment Eligibility OAr
e Enlisted Evaluation Report (EFR)
i Promotion Rate
* Number and Duration of AWOL/Desertions
* Number and Type of Articles 15
* Number and Type of Courts-Martial
* Number and Type of Awards/Badges
i Number and Type of Letters of Appreciation/Commendation
* Number and Type of Letterq of Reprimand/Admonition
* Number and Type of Certflikates of Achievement/Commendation
e Number and Type of Civilian Courses Attended/Completed
* Number and Type of Service Courses Attended/Completed
* Performance in Service Courses

An in 4 ttal examination of the EMF identified four variables as poten-
tially useful: (a) reason for separation, (b) reenlistment eligibility,
(c) reenlistment eligibility bar, and (d) EER score.

In theory, the EER, whIch is a weighted average of a soldier's last
five performance ratings, should be a very useful variable. As a practical
matter, however, fur Project A purposes its value may be limited. EER rat-
ings are obtained only for soldiers in grades E5 and above, so not more than

a small percentage of first-tour enlisted personnel is likely to have had
even one EER dt the time of the Project A data collection. Also, for under-
standable !'easons, FER ratings have tended to cluster near the maximum score.

Information relevant to two additional variables is available from the
ýMF. First, it is possible to compute a promotion rate, defined as grades
advanced per year, for each Fnldier, Second, while neither the number of
times an individual has been AWOL nor the duration of each AWOL is available
from the EMF, it is possible to assign soldiers to the dichotomous variable,
"Has or Has Never Been AWOL."

Information on awards, badges, letters and certificat.!s of appreciation,
achievement, and commendation, Articles 15, and so forth is not contained on
the EMF. Information of this type exists only In the individual suldier's
Official Military Pqrsonnel File (OMPF) or Military Personnel Records Jacket
(MPRJ)
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Official Military Personnel File (OMPr)

The OMPF is the permanent, historical, and official record of a mnmber's
military service. The information for enlisted personnel is maintained on
microfiche records located at the Enlisted Records and Fvaluation Center
(EREC), Fort Benjamin Harrison, Indiana.

Depending upon their purpose, documents are filed in one of three
sections:

9 The performance (P) fiche - the portion of the OMPF where
performance, commendatory, and disciplinary data are filed.

# The service (S) fiche - the OflPF section where general information
and service data are fiied.

s The restricted (R) fiche - the OMPF section for historical data that
may be biased against the soldier when viewed by selection boards or
career managers. For this reason release of information on this
fiche is controlled.

The usefulness of the microfiche records for project purposes was examined
systematically via a pilot study.

Sample Selection. A random sample of 25 enlisted personnel from each of
the 19 MOS being studied in Project A was selected from the FY82 Enlisted
Master File. The list of 475 names and corresponding social security numbers
(SSN) was forwarded to the Enlisted Records and Evaluation Center, with a
request to have the 475 records available for a project data collection team
that would examine them on site.

Data Collection and Analysis. A data collection form for recordino the
administrative measures listed in Table 1I1.27 was developed. Upon arrival
at Fort Benjamin Harrison, the data collection team was handed 414 mirrofiche
packets. This represented 89% of the 466 packets that EREC personnel
attempted to locate (nine names had been omitted in the transrission of the
request). Each of the microfiche records in the packets was e'x&mined by a p.

staff member and infonnation was entered on the records coll:-chion form.

After examining the microfiche and the regulations go:erniig their
composition, as well as interviewing knowledgeable officials, the telm
reached a number cf conclusions, which are expressed ',ýIow in termn of
optimal and actual outcomes:

Optimal Outcomes-

(1) Performance data for 475 soldiers would be available.

(2) All 475 soldiers would be new, first-tine solliars hi FY8I.

(3) No Enlisted Evaluation Reports (EER) would be fou-,.

(4) All authorized documents would appeai 'n microfiche.

(5) Recorded inFornation would he timely.
is
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Actual Outcomes -

(1) Performance data were available for only 136 soldiers--29% of the
projected sample.

(2) Of the 135 soldiers for whom performance information was available,
44 (32%) were prior service members.

(3) Since it had been assumed that the sample was comprised of new,
first-term soldiers, individuals would not have been in the Army
long enrough to have had an EER. However, 2A E-Rs were found among
the records for 20 soldiers, all of whom were prior service
members.

(4) While many documents are authorized to appear in the OIPF perform-
ance section, a recent change to Army Regulaticn 640-10 requires
written filing instructions if certain documents are to be
entered. For example, a letter of commendation will not rcutirely
be forwarded for filming; it will be sent to ERPC only if it is
specifically directed to the OiPF.

Thus, it is possible for soldiers to have a number of documents in
their Military Personnel Records Jacket that are authorized to
appear on OIPF microfiche, but that may not be there because they
were not directed to the OMPF.

(5) For grades below ES (the grade levels of enlisted personnel in the
first major Project A data collection), there is a backlog of 8 to
12 months from the time a personnel action is taken until it
appears on microfiche at EREC. The primary reason for this backlog
is that, for the grades ES and above, microfiche are used by
central promotion boards. Documents submitted for filming for
these individuals take precedence over documents received for
soldiers below the grade of E5.

Because of these aspects of the microfiche records, the next step v'as to
determine the feasibility of developing criterion indexes from the Military
Personnel Records Jacket, known as the 201 File.

Military Personnel Records Jacket (MPRJ)

The hPRJ, or 201 File, is the primary mechanism for storing information
about an individual's service record. Updates/additions/corrections to the
"f ile are iiade at the time of the action. The 11PRJ physically follows the
individual wherever he or she goes and is normally located at the Military

* Personnel Office (MILPO) that serves the soldier's unit.

The feasibility oF using data From tne "Ol File for Project A evalua-
tions was examined in much the same way as for the microfiche records. To
develop a data collection form that could be used to record inlormation from
201 Files, detailed reviews of relevant Army Regulations and interviews with
knowledgeable Army personnel were conducted. An expanded list of potential
indexep was compiled (Table 111.23) and a records collection form was
,developed for use in a pilot study.
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Table 111.28

Expanded List of Administrative Measures Indicative of
Soldier Effectiveness

* Comparison of Skill Level of Primary to Duty MOS
* Existence of Secondary 1OS
* Existence of Skills Qualification Identifier (SQI)
* Existence of Additional Skill Area (ASI)
* Existence of Language Identifier (LI)
, Record of Skill Qualification Test (SQT) Score Within Past 12 Months
* Type of Reenlistment Eligibility
* Type of Military Education Leadership Course
s Level of Highest Civilian Education
a Promotion Rate
# Existence of Promotion Packet at E4
* Number and Type of Awards/Badges
s Recorc of Requalification Weapors Score Within

Past '12 Months
& Number and Type of Certificates of Achieverment/

Appreciation/Commendation
s Nunber and Type of Letters of Appreciation/Commendation
# Number and Type of Letters of Reprimand/Admonition
* Number of Additional Military Training Courses Completed
* Number and Type of Correspondence Courses Completed
* Number of Additional Civilian Education Classes Completed
e Course Summary and Abilities Ratings - Service School
* Professional Competence and Standards Ratings and

Summary Score of Enlisted Efficiency Report
# Type, Sentence, Suspension, Vacation of Court-Martial
* Existence of Court-Martial Proceedings in Action Pending
s Reason for Par to Reenlistment
e Number and Duration of AWOL
* I Number of Violations and Reason for Article 15
* Reason for FLAG Action
* Number of and Reason for Disposition - Block to Promotion

Sample Selection. The plan was to collect records data from the MPRJ
for a s-a-me oo 750 s-ldiers, 150 in each of five MOS at five Army posts. To
achieve this sanple size while allowing for unavailability of some records,
the records of 200 soldiers at each post were requested.

To increase the likelihood that findings from the records collection
could be generalized, 1OS choice was based on diversity. Each VOS
represented a different Career flanagemerit Field (CHF), a different ASVAB area
composite, and a different cluster where "clusters" refer to the job
groupings derived from the Project A MOS clustering (Rcsse. Borman, Campbell,

Osborn, 1g83). The selected NOS and the corresponding incumbent
populations are shown in Table III.29.
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Table 111.29

MOS x Post Populations In Study of Military Personnel Records Jackets

tjOSa

Post 05C 1ib 64C 71L gi1 Total

A 42 149 111 108 98 508
B 182 505 199 252 207 1,345
C 125 I13 198 226 165 907
D 53 359 112 91 73 68e
E 56 196 134 74 F2 542

Total 458 1,402 754 751 625 3,990

atIOS: OSC Radio TT Operator

lIB infantryman
64C Motor Transport Operator
71L Administrative Specialist
91B Medical Care Specialist

Data Collection Procedure. Data were collected by teams of two research

staff members in 2-day visits to each of five posts. Table 111.30 indicates
the number of 1iPRJs from which data were collected at each post.

Table 111.30

Number of Military Personnel Records Jackets Requested and
Receivea at Each Post

Number of NPRJ
Percent

Post Requested Received Received

A 200 133 67

B 200 153 77

C 200 156 78
D 1200 159 no

E 200 146 73

Total 1,000 747 7i
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Frequency distributions were generated for each data field. Based upon
these frequencies, a set of 38 variables was created (Table 111.31). Vari-
ables 11-13 and 21-24 were created based upon the model of soldier effective-
ness dimensions that had been previously developed (Borman et al., 1985a).
This research identified the following performance dimensions as relevant to
all soldiers, regardless of their MOS:

A. Controlling own behavior related to personal finances,
drugs/alcohol, and aggressive acts

B. Adhering to regulations, orders, and SOP and displaying
respect for authority

C. Displaying honesty and integrity

0, Maintaining proper military appearance

E. Maintaining proper physical fitness

F. Maintaining own equipment

G. Maintaining living and work areas to Army/unit standards

H. Exhibiting technical knowledge and skill

I. Showing initiative and extra effort on the job/mission/
assignment

J. Attending to detail on Jobs/assignments/equipment checks

K. Developing own job and soldiering skills

L. Effectively leading and providing instruction
to other soldiers

M. Supporting other unit members.

Specifically, in addition to counting the number of Articles 15 that a
soldier received, for example, we recorded the reason for the disciplinary
action and mapped these reasons onto the model's dimensions. This allowed
for the creation of variables based on the content of administrative actions
as well as on a count of those actions. This was consistent with the Project
A construct validation approach.

The original request for 1,000 MPRJs specified a Basic Active Service
Date (BASD) window of 17 months. At this point, the 17-month window was
reduced to 13 months to more accurately reflect the time that soldiers in the
actual FY83/84 cohort first-tour data collection would be In the service.
Only those soldiers who entered the Army between I July 1981 - 31 July 1982
at an initial grade of PFC or less were retained. The result was a sample of
650 soldiers in the 11B, 05C, 64C, 71L, or 91B MOS who had been In the Army
between 14 and 27 months.
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Table 111.31

List of Created Variables in Study of Administrative Measures

Variable Number Descrirlption

01 Has SQI, ASI, or Language Identifier
02* Is working at skill level DMOS

higher/lower than PMOS
03 Is eligible to reenlist
04* Highest grade attained
05* Current grade
06 Never demoted
07 Number of awards
08 M16 rating
09 Has EXP grenade rating
10 Number of letters/certificates
11 Cited for exhibiting technical knowledge and

skill (Constructs H and j)a
12 Cited for physical and mental self development

(Constructs E and K)a
13 Cited fur constructs other than E, H, J, and Ka
14* Has had special military education
15 Number of military training courses
16* Years of civilian education
17* Has high school diploma
18* Has earned civilian education credits
19 Number of Articles 15/FLAG actions
20 Has been AWOL
21 Cited for failure to adhere to rules and regulations

and disrespect for authority (Construct B)a
22 Cited for failure to control own behavior

(Construct A)a
23 Cited for Construct violations other than

Constructs A and Ba
24 Number of times cited for construct violations

(Variable 21 + 22 + 23)a
25 Number of times assigned extra duty
26 Has had punishment suspended
27 Has forfeited pay
28 Has been restricted
29 Has been confined
30* Initial grade
31* Change in grade (Variables 05, 30)
32* Time period in years between first and last

grade change
33 Promotion rate (number of grades advanced

per year -- Variables 31/32)
34 Has received punishment
35 Has received Army Achievement Medal (AAMI)
36 Has received air assault badge
37 Has received parachute badge
38 Has received other award

* Indicates an interim variable used only to define the actual variable.
The interim variable was not uepd in subsequent analyses.

a See construct list in text. Construct deFiritions appear in Borman
et al. (1987).



.parison of Availability of Information

Military Personnel Records Jacket (MPRJ) - Official Military Personnel
File 'Of1PF) Comparison. Using the records collection form developed to
"extract records data from the IIPRJ, three research staff members spent 2 days
collecting records data from the OMPFs of 292 soldiers. The 292 individuals
represented a random sample of the 650 soldiers from whose 1IPRJs administra-
"tive records data had previously been collected. Thus, the amount of infor-
mation available from the records sources could be compared.

The frequency distributions of selected administrative variables avail-
able from the 1,PRJ and the COPF are compared in Table 111.32. As can be
seen, the MPRJ was found to be a much richer source of information on the
administrative actions of interest in Project A. In the extreme case, infor-
mation relevant to a soldier's reenlistment eligibility was not even avail-
able from the OMPF.

Military Personnel Records Jacket (Q1PRJ) - Enlisted Master File (EV'F)
Comparison. Presented in Table 111.33 are frequency distributions of
iselected variables collected from the MPRJ that are also available from the
EMF. As can be seen, unlike the MPRJ-OHPF comparison, a rather high degree
of correspondence exists between the MPRJ and the EIAF. It should be noted
that the EMF was an FY83 end-of-year tape. The MPRJ data were collected
during the second and third weeks in October 1983. Thus, the MPRJ informa-
tion was being compared to ,JIF entries thaL were, at most, 3 weeks behind the
information in the field. Even in light of the --week difference, the
correspondence between sources is impressive and highlights the benefits of
having current EMF information available.

Results of Analysis of MPRJ Data

Analyses were conducted in two stages:

(1) Identification of administrative variables potentially useful in
Project A measures

(2) Examination of the relationships of the identified variables with
selected nonadministrative variables (e.g., Post, MOS, floral
Waiver

Variable Selection

"A first step In determining the usefulness for Project A purposes of the
adilnistrative variables collected from fIPRJs (201 Files) was to select those
measures with an acceptable amount of variance. The frequency distributions
for each administrative measure are presented in Table 111.34. The product
moment correlations among the administrative variables are presented in Table
111.35.
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Table 111.32

Frequency Distributions for Selected Variables in MPRJ-OMPF Comparison
(N a 292 soldiers)

MPRJ OMPF
Variable CategoUr (201 File) (Microfiche)

Number of Letters/Certificates 0 218 287
1 45 4

2 or More 29 1

Number of Awards 0 209 262
1 69 27

2 or More 14 3

Has Received Article 15 No 258 278
Yes 34 14

Has Been AWOL No 286 290
Yes 6 2

Has Had Special Military Education No 270 288
Yes 22 4

Is Eligible to Reenlist Blank 41 292
No 29 --

Yes 222 --

Highest Grade Attained PV1 1 237
PV2 13 20
PFC 156 17

SP4/CPL 116 18
SP5/SGT 1 --
SP6/SSG 5 --

Change in Grade -1 1 --
0 19 278
1 56 3
2 135 2
3 77 9
4 2 --

5 2
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Table 111.33

Frequency Distributions for Selerted Variables in MPRJ/EMF Comparison
(N - 650 soldiers)

MPRJ E4F
Variable Category (201 File) (FY83 End)

Has Been AWOL No 631 633
Yes 19 17

Has Had Special Military Education No 620 623
Yes 30 27

Is Eligible to Reenlist Blank 76 71
No 57 52
Yes 517 527

Initial Grade Blank 1 2
PV1 497 516
PV2 76 68
PFC 76 64

Current Grade PV1 13 7
PV2 32 14
PFC 309 341

SP4/CPL 290 282
SP5/SGT 6 6

Promotion Rate 0 40 41
1 136 1,12
2 375 401
3 98 96
4 1 0

Based upon the information presented in Tables 111.34 and 111.35, and
the regulations governing reenlistment and promotion criteria, six variables
were selected as potentially useful criteria and In-service predictors for
Project A. The six measures were:

* Eligible to Reenlist

0 Number of Letters/Certificates

* Number of Awards

ell-
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Table 111.34

Frequency and Percentage Distributions for Admilnistrativo Variables

Variable
Number Variable Category Frequency Percent

01 Has SQI/ASI/LI No 518 79.7
Yes 132 20.3

03 Is Eliqible to Reenlist Blank 76 -

No 67 9.9
Yes 517 90.1

06 Neveir Demoted No 25 3.9
Yes 625 95.1

07 Number of Awards 0 436 67.1
1 6 26.0

2 or more 37 6.9

08 M16 Rating Blank 37 -

MKM 290 47.3
SPS 183 29.9
EXP 140 22.8

09 Has EXP Grenade Rating No 490 75.3
Yes 160 24.6

10 Number of Letters/Certificates 0 461 70.9
1 113 17.4

2 or more 76 11,7

11 Cited for Technical Knowledge
and Skill (Constructs H and J) 0 525 80.8

1 83 12.8
2 or more 42 6.5

12 rIted for Physical and Mental
Self-Development 0 609 93.7
(Constructs E and K) 1 or more 41 6.3

13 Cited for Constructs Other Than 0 582 89.5
E, H, J, and K 1 or more 68 10.5

15 Number, of Military Training Courses 0 484 74.5
1 128 19.7

2 or more 38 5.9

19 Hes Received Article 15/FLAG Action No 576 88.6
Yes 74 11.4

20 Has Been AWOL No 631 97. i
Yes 19 2,9

(Continued)
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Table 111.34 (Continued)

Frequency and Percentage Distributions for Administrative Variables

Variable
Number. Variable Category Frequency Percent

22 Cited for Failure to Control 0 620 95.4
Own Behavior (Construct A) 1 or more 30 4.6

23 Cited for Construct Violations 0 625 96.1
other than A and B 1 or more 25 3.9

24 Number of Times Cited for
Construct Violations 0 554 85.2

1 61 9.4
2 or more 36 5.4

25 Has Receivea Extra Outy No 595 91.5
Yes 55 8.5

26 Has Had Punishmernt Suspended No 511 94,0
Yes 39 6.0

27 Has Forfeited Pay No 583 89.7
Yes 67 10.3

28 Has Been Restricted No 610 93.9
Yes 40 6.1

29 Has Been Confined No 638 98.1
Yes 12 1.9

33 Promotion Rate 0 40 6.1
(Grades Advanced/Year) 1 136 20.9

2 375 57.7
3 98 15.1
4 1 .1

34 Has Received Punishment No 574 88.3
Yes 76 11.7

35 Has Received AAM No 582 89.5
Yes 68 10.5

36 Has Received Air Assault Badge No 618 95.1
Yes 32 4.9

37 Has Received Parachute Badge No 559 86.0
Yes 91 14.0

3F Has Received Other Award No 584 89.95
Yes 66 10.1
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0 Number of tliiitary Training Courses

0 Has Received Article 15/FLAG Action

* Promotion Rate (Grades Advanced/Year)

Based on the frequency distributions shown in Table III.?4, the Nuriber of
Letters/Certificati. , Number of Awards, and Number of Military Training
Courses variables were transformed into dichotomous variables--Has Received
Letters/Certificates, Has Received Awards, and Has Had Military Training
Courses.

Relationships of Administrative Measures With Other Variables

Each of the six administrative measures and a combined "H1as Received
Letter/Certificate/Award" variable were subjected to a series of analyses.
These included an examination of MIOS and Post differences; stepwise multiple
regressions, in which AFQT, Moral Waiver, Sex, and Race were entereid after
controlling for Post and MOS effects; and univariate analyses, in the form of
chi-square tests, for those variables entered into the regression equation
with a significant F value at the time of first entry.

The findinvs from this analysis are summarized in Table 1II.36. The
asterisked celis indicate which of the other available variables (Post, MOS,
AFQT, Moral Waiver, Sex, and Race) were significantly related to each of the
administrative measures in both the univariate and multivariate analyses.
The pattern of sionificanft"nd nonsignificAnt relationships found was
encouraging.

First, there was no evidence that a soldier's race was a sigmificarit
determiner of his/her Reenlistment Eligibility, Number of Awards, or any
other of the Airmy-wide administrative measures. Second, although a soldier's
sex was related to Awards (males received more) and to Lettev-/Certi.Ficote
(fernales received more), when the two variables wero, c•mb;n•.d into the
Letter/Certificate/Award me&sure, sex differentials weru no. 1on•er statisti-
cally significant.

Third, AFQT score or mental category was related to suct•essfully
completing flilitary Training Courses and to Numiber of Awrrds, indicriiog the
possible usefulness of the MSVAD in predicting aspects of Army-wice perfor-
mance. Fourth, both Reenlistment Eligibility and Promiotion Rate, which may
be related to noncognitive aý well as cognitive Cactors, do not appear to be
dependent on the soldier's locatiot! (Post), MOS, or demographic group (i.e.,
these measures seem to be fairly even-handedly administered Army-wide).

Finally, there are distinct MOS aiid post differences in average scores
for most of the measures. For example, Admlnistrative Specialists (7111
rereived wiiore Letters/Certificates and Infintrvinen (lP.) nore Nwards than
.0lJiers in other MIOS. Soldiers at one of the five posts vi.ited received
more letters, certificates, and awards, and moro extra training than soldiers
at the other posts. Care will have to be exercised in pooling porfurnrance
measurement data across MOS and posts to try to week out so,_.rces -F '.riterion
contamination (e.Q., differonces in local filing practices) while ,,iaintaining
valid distinctions.
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Table 111.36

Summary of Univariatea and Multivariateb Analyses of
Administrative Variables

Moral
Administrative Measure Post MOS AFQT Waiver Sex Race

Reenlistment Eligibility
Letter/Certlfi.,ate * * * *

Awards * * * * *

Letter/Certificate/Award , • * ,
Military Training Courses * * * *

Article 15/FLA(G Action * *

Promotion Rate

* p al .05, in both univariate and multivariate analyses. In the multi-
var ate analysis the significance levEl refers to the F vaije obtafi',ed .,lel
the vtriable was first entered into the prediction equation (see
footnote b for order of entry),

aUnivariate analyses consisted of chi-square tests and, where appro-
priate, analyses of variance.

bIjultivariate analyses consistel of stepwise multiple regressions. Control
variables, consisting of four dichotomous Post variables and four dichoto-
mous HOS variables, were entered first, followed by AFQT, Moral Waiver, Sex,
and Race, in turn.

Criterion Field Test: Self-Reports of Administrative Actions

While the use of Administrative measures is consonant with the Project A
multimethod approach to performance measurement, and while these indexes hold
promise as criteria of first-tour soldier performance and in-service
predictors of second-tour performance, it must be asked whether the effort
and evpense of collecting these indexes from the 201 Files are justified by
the outcome. Also, while there was a high dngree of correspondence between
inforwation on the EMF computerized file and information collected from the
individual 201 Files, a number of the most promising variables are not
avallable from the EHF.

Accordingly, a self-report instrument, the Personnel rile Information
FoTr, was developed and administ~red during t1:1 Batch A field testing. The
self-report Information could then be compared to the In~ormation in actual
201 Files, obtained by the project team during the field test period.
Inforviation on the field test results and subsequent modifications of the
adminlstrative measures is contained in Section 15.
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Section 8

CRITERION FIELD TESTS: SAPLE AND PROCEDURE1

The initial development of the Project A criterion measures has been
described in Sections 2-7. These measures were revised on the basis of
experience from the criterion field tests. This section describns the
sample and procedures that were used In the field tests. Results from the
field teats of specific measures are reported in the sections that follow.

The objectives of the criterion field tests were to:

@ Provide item/scale analyses for the subsequent revision of the
criterion ineasures to be used in the major validation samples.

Provide data on the reliabilities and factor structures of the
performance ratings, job tample measures, and job knowledge tests.

a Provide d~ta to estimate the interrelationships among the major
kinds of criterion measures.

a Evaluate the data collection procedures for u~e in the subsequent
large-scale Concurrent Validation.

The Sample

The sample for the field tests was drawn from nine different jobs, or
Military Occupational Specialties (MOS), and from six different locations.
The nine Jobs and their MOS designation--the now familiar Batcl, A and Batch
B--were-as follows:

11B Infant ry•,an
13 Canno'1 Crewmcn
19E Armor Crewman
31C r.Jwio reletype Operator
6J8 Light Wheel Vehicle Mechanic
64C Motor Transport Operator
71L Admirintrative Specialist
91A Medical Specialist
95B Military Police

Tables 111.37 and 111.38 provide a br'ikdown of the criterion field test
sample sizes by MOS and location, anc! by race and sex, respectively.
USAREUR refers to the da a collection site just cutside Frankfurt, Germany.

IThis section is based primarily on a paper, t. rion Reduction and
Combination via a Participotive Decision-klng Pane by John T. Campbell
and James H. Harris, in an ARI Research Nute (in preparation) which supple-
ments thi, Annual Report.
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w Table 111.37

Field Test Sample Soldiers by MOS and Location

MOS

Location 11B 13B 19E 31C 63B 64C 71L 91A 95B Total

Fort Hood .. ..-- -- -- 48 -- 42 90

Fort Lewis 29 -- 30 16 13 . .-- 24 -- 112

Fort Polk 30 -- 31 26 26 -- 6C 30 42 245

Fort Riley 30 -- 24 26 29 -- 21 34 30 194

Fort Stewart 31 -- 30 23 27 . .-- 21 -- 132

USAREUR 58 150 57 57 51 155 -- 58 -- 596

Total 178 150 172 148 156 155 129 167 114 1,369

Table J11.38

Field Test Sample Soldiers by Sex and Race

Sex

Race Male Female Total

Black 330 58 388

Hispanic 37 3 40

White 789 104 893

Other 43 5

"Total 1,199 170 1,369
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The Criterion Measures

As described in the earlier sections, the general procedure for crite-
rion development in Project A was to follow a basic cycle of a comprehensive
literature review, conceptual development, test and scale construction, pilot
testing, test and scale revision, field testing, and Proponent (management)
review.

Criterion Measurement Goals

The primary goals of criterion measurement in Project A woe-e to (a) make
a state-of-the-art attempt to develop job sample or hands-on measures of job
task proficiency, (b) compare hands-on measurement to paper-and-pencil tests
and rating measures of proficiency on the same tasks (i.e., a multitrait,
multimethod approach), (c) develop rating scale measures of performance
factors that are common to all first-tour enlisted OS (Army-wide measures),
Md) develop standardized measures of training achievement to determine the
relationship between training performance and job performance, and (e) eval-
uate existing archival and administrative records as possible indicators of
job performance.

The overall criterion development effort focused on three major methods:
hands-on samples, multiple-choice knowledge tests, and ratings. The behav-
lorally anchored rating scale (RARS) procedure was extensively used in devel-
oping the rating methods.

Field Test Criterion Battery

The complete array of specific criterion measures used at the field test
sites is given below. Again, the distinction between iVOS-specific and
Army-wide is that the Army-wide measures are the same across all MOS; that is,
the same questionnaire or the same ratino scale is used for all examinees.
The content of the MOS-specific measures, regardless of whether they are job
samples, knowledge tests, or ratings, is specific to a particular Job and is
based on the task content of that job. Also, the judgment (i.e., rating) of
"NCO potential" refers to a first-tour enlisted soldier's potential, assuminC
the indivi ual would reenlist, for being an effective noncommissioned
officer, with supervisory responsibilities, during the second tour of duty.

A. MOS-Specific Performance Mleasures

l Paper-and-pencil tests of achievement during training, consist-
ing of job-relevant knowledge tests of 100 to 200 items per
MOS..

- Individual Item scores
- Mean test scores

2) Paper-and-pencil tests of knowledge of task procedures consist-
ing of an average of about nine items for each of ?0 major
tasks for each rMOS. Item scores can be aggregated in at least
four ways.

-I%



- Sum of item scores for each of the 30 tasks.
- Total score for 15 tasks also measured hands-on.
- Total score for 15 tasks not measured hands-on.
- Total score on all 30 tasks.

3) Hands-on measures of proficiency on tasks for each MOS,
measured on 15 tasks selected from the 30 tasks measured with
the paper-and-pencil test.

- Individual task scores.
- Total score for all 15 tasks.

4) Ratings of performance, using a 7-point scale, on each of the
15 tasks measured via hands-on mechods by:

- Supervisors
- Peers
- Self

5) Behaviorally anchored rating scales of 6-12 performance diaien-
sions for each MOS by:

- Supervisors
- Peers
- Self

6) A general rating of overall MOS task performance by:

- Supervisors
- Peers
- Self

7) A job history questionnaire administered to incumbents to
determine the frequency and recency of task performance on the
30 tasks being measured.

Army-Wide Measures

1) Eleven behaviorally anchored rating scales designed to assess
the dimensions listed below. Three sets of ratings (i.e.,
from supervisors, peers, and self) were obtained on each scale
for each individual.

- Technical Knowledge/Skill
- Initiative/Effort
- Following Regulations/Orders
- Integrity
- Leading and Supporting
- Maintaining Assigned Equipment
- Maintaining Living/Work Areas
- Military Appearance
- Physical Fitness
- Self-Development
- Self-Control
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2) A rating of general overall effectiveness as a soldier by:

- Supervisors
- Peers
- Self

3) A rating of noncommissioned officer (NCO) potential by:

- Supervisors
- Peers
- Self

4) A rating of performance on each of 14 common tasks from the
Manual of Common Tasks by:

- Supervisors
- Peers
- Self

5) A 77-item summated rating scale measure of expected combat
effectiveness.

6) A 14-item self-report measure (the Personnel File Information
Form) of certain administrative indexes such as awards,
letters of commendation, and reenlistment eligibility.

7) The same administrative indexes taken from 201 Files (by
project staff).

8) The Lvi ronmental Questionnaire, a 44-item descriptive
questio•nhairN completed by both incumbents and supervisors for
the purpose of describing 14 factors perttaining to
organizational climate, structure, and practices.

9) A Leader Behavior Questionnaire designed to permit incumbents
and supervis rs to describe leadership policies and practices
in the unit.$

10) A MeAsurement Method Questionnaire administered at the end of
the testing sessions to obtain soldiers' reactions to the
various types of testing.

2 Administered only to MOS in Batch B at Fort Riley.
3 See Olson, Borman, Robertso'i, and Rose (1984).
4 See White, Gast, Sperling, and Rumsey (1984).
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Procedure

For the purpose of data collection in the field tests, the criterion
measures were divided into four major blocks corresponding to:

1. Hands-on (job sample) measures (HO).

2. Rating measures (R) - both Army-wide and MOS-spicific.

3. Paper-and-pencil measures of job knowledge (K5).

4. Paper-and-pencil measures of training achievement (K3 ).

Each block comprised one-half day of participant time and each participant
was tested for a 2-day period.

During the week preceding data collection at each research site, the
scorers for the hands-on (job sample) measure were given 2 days of training
on scoring procedures, test standardization, and the overall design and
objectives of Project A.

Advance Preparation on Site

This activity required approximately,3 days per test site for:

* Briefings to Commanders of the units supplying the troops to
clarify the test objectives, activities, and requirements.

a Examination of the test site, equipment, supplies, and special
requirements for the data collection and set-up of the hands-on
test stations.

* Training of the test administrators and scorers.

* A "dry run" of the test procedures.

An officer and two NCOs from one of the supporting units were assigned
to support the field test. The officer provided liaison between the data
collection team and the tested units; the NCOs coordinated the flow of equip-
ment and personnel through the data collection procedures. Each test site
had a test manager (TSM) who supervised all of the research activity and
maintained the orderly flow of personnel through the data collection points.

The logistics plan and test schedule were reviewed with the unit's
administrative staff, and civilian and military scorers and other data per-
sonnel were trained. In the training phase, a dry run of the procedures
followed the data collection schedule and used the personnel and locations
designated for the test. The training focused on the handling of problem
situations, particularly those requiring remediation by the scientific staff.

Training for scorers for the hands-on measures for each MOS was con-
ducted by two project stafF members. After an orientation session, staff
members reviewed five HO tasks with the scorers by describing the equipment/
material requirements, the procedures for setting up testing stations, and
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the specific instructions for administering and scoring each HO test. The
scorers then alternated evaluating each other performing the tasks; this pro-
vided experience both in administering the HO tests and scoring the perform-
ance measures of each. Project staff coached the "performers" to make
unusual, as well as common, incorrect actions in order to give scorers prac-
tice in detecting and recording errors. The above procedure also identified
any steps where local standard operating procedures (SOP) differed from the
test; allowances for such differences were made in the test instructions.
The second day of training was devoted to a dry run of the test procedures,
with all scorers simultaneously evaluating a staff member performing a task.
Problems arising from the instructions, test procedures, or task steps were
identified and corrected.

Administration of the Measures

The administration schedule for a typical site (Fort Stewart, Georgia)
is shown in Figure III.11. The field test proceeded as follows: Thirty MOS
31C and 30 MOS 19E soldiers arrived at the test site Thursday, 21 February
1985 at 0745. Each MOS was divided randomly into two groups of 15 soldiers
each, identified as Groups A, B, C, or D. Each group was directed to the
appropriate area to begin the administration appropriate for that group.
They rotated under the direction of the test site manager through the
scheduled areas according to the schedule shown in Figure I11.11. The
sequence was repeated for 30 MOS 91A and 30 MOS 63B soldiers beginning Monday
(25 Feb 85) and for 30 MOS 11B soldiers on Wednesday (27 Feb 85). The order
of administration of the measures was counterbalanced among the groups.

Before any instruments were administered to any soldier, each was asked
to read a Privacy Act Statement, DA Form 4368-R. The Background Information
and Job History forms were then administered, with 30 minutes allowed for
completion.

Administration of Job Samples (15 tasks measured hands-on). Depending
on the task being measured, the location was outside (e.g., vehicle mainte-
nance, weapons cleaning) or inside (e.g., measure distance on a map).
Scorers assigned to each test station ensured that the required equipment was
un hand and the station was set up correctly, and followed the procedures for
administering and scoring the tests. As each soldier entered the test
station, the scorer read the instructions aloud and began the measure. The
length of time a soldier wds at the test station depended on both the Indi-
vidual's speed of performance arid the complexity of the task.

MOS-Specific Job Knowledge Tests (30 tasks, half of them also in HO
" testin. Th'e MOS s-p7-flc knowledge tests are grouped into four booklets o6
about seven or eight taskb per booklet. Each booklet took about 45 minutes
to complete. The order of the booklets and the order of the taska in each
booklet were rotated. There was a 10-15 minute "smoke and stretch" break
between booklets. The purpose of the grouping Into booklets was to try to
control the effects of fatigue and waning interest.

"Iraininý Achievement Tests. The training knowledge test for each MOS
was in •ree booklets. he sequence of the booklets was alternated so that
soldiers sitting n,.xt to each other had different booklets. Again, the
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31C 19 91A 63B 11B
Group* A E f" t F G H I i

Tuesday ............. - Scorer Training (All Scorers) --------------
19 Feb 85

Wednesday - ------------- Scorer Training (All Scorers) --------------
20 Feb 85

Thursday AM PH PK5 PK5 PK3
21 Feb 85 PM K3 H R R

Friday AM RS K3S H K5
22 Feb 85 PM MK5 MR MK3S MHS

Monday AM PH PK5 PKB PK3
25 Feb 85 PM K3 H R R

Tuesday AM RS 1(3S H K
26 Feb 85 PM MK5 MR MK3S MHS

Wednesday AM PH PKS
27 Feb 85 PM K5 H

Thursday AM K3S R
28 Feb 85 PM MR MK3S

* Each group equals 15 soldiers in the same MOS.

Code: P a Personal and Job History forms
K3;K5 - Task 3 or Task 5 Knowledge Meagures
H - Hands-on Measures
R - Peer Ratings
S - Supervisor (rater and endorser) Ratings
M - Measurement Method Questionnaire

Figure 111.11. Typical field test administration schedule.
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purpose of using booklets was to try to control the effects of fatigue and
waning interest. Soldiers had 45 minutes for each booklet and a 10-15 minute
"smoke and stretch" break between booklets.

Ratlns Scales. The supervisory, peer, and self ratings are designed
around "rating units." Each rating unit consists of the individual soldier
to be evaluated, four identifiable peers, and two identifiable supervisors.
A peer is defined as an individual soldier who has been in the unit for at
least 2 months and has observed the ratee's Job performance on several
occasions. A supervisor is defined as the individual's first or second line
supervisor (normally his rater and endorser).

The procedure for assigning ratees to raters (both peers and super-
visors) consists of two major steps: (a) a screenino step that determines
which raters could potentially rate which ratees; and Nb) a computerized
random assignment procedure that assigns raters to ratees within the con-
straints that 1) the rater indicated he/she could rate the ratee; 2) ratees
with few potential raters are given priority In the randomized assignment
process; 3) the number of ratees assigned is equalized as much as possible
across raters; and 4) the number of ratees any given rater Is asked to rate
does not exceed a preset maximum.

The potential raters were given an alphabetized list of the ratees.
They were told the purpose of the ratings within the context of the research,
and the criteria (e.g., minimum length of period of working together) they
should use in deciding who they could rate. They were told the maximum
number of people they would be asked to rate and that assignments of ratees
to raters would be made randomly. The importance of their careful And
comprehensive examination of the list of ratees was emphasized,

The rating scale administrator, using the training guide, then discussed
the content of each effectiveness category, and urged raters to avoid common
rating errors. A major thrust of this training was an attempt to standardize
the rating task for the raters. With the lack of control to be expected, an
Important concern was that all raters face the same (or a very similar)
rating task. A serious potential confounding involves rating unit and adinin-
Istrator; lower average ratings for some rating units might be a result of
different sets (i.e., "rate more severely") provided by administrators
handling those rating units rather than true performance deficiencies.
Standardization of the administration helps reduce this potential prolblemn. A
second major thrust of the rater training was to minimize the amount of read-
ing the raters had to do. This was, as much as possible, an oral adminis-
tration; the rating program was not dependent on raters' reading large
amounts of material.

Planned Anrlysis Vst

The general analytic steps were straightforward and consisted of the

following:

1. Item analysis for each job knowledge test for each M1OS.
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2. Item analysis for the train!-- achievwment tests for each ieOS. An
analysis of itemi responses was done for a sample of 50 trainees as
well as for the incumbent samples in the field tests.

3. An item analysis summary table for each knowledge test for each
-•S. The table for each 110S summarized item discrimination
indexes, Item difficulties, and the frequency of items that were
flagged for various kinds of potential keying errors (e.g., nega-
tive correlation with total score, high frequency of response for
incorrect answer).

4. An item (where task * item) analysis for each hands-oni (job sample)
test.

5. Frequency distribution and scale statistics for each rating scale

for each HiO0,

6. Interrater reliabilities for the individual rating scales.

7. Split-half correlations (Spearman-Brown estimates) for the knowl-
edge tests and hands-on measures, test-retest coefficients for the
hands-on measures, and internal consistency indexes where
applicable.

8. A complete intercorrelation matrix of all the criterion variables
for each MOS down to the scale score and task score level (i.e.,
the matrix included all the variables listed in the previous
sections).

9. A set of reduced intercorrelations matrixes that Included subsets
of the total array of variables.

10. Factor analyses for selected matrixes, primarily those havinl to do
with the rating scale measures.

11. For a selected number of variable pairs, correction of t~le
intercorrelatlon for attenuation in an attempt to estimate the
correlation between the true scores.

Interpretation and Use of the Field Test Results

The results of the above analyses were prenared in a master data book
for each IMOS. Each data book contained item and scale analyses, intercorre-
lations down to the scale and subscale level, and factor analyses (if selected
data sets.

These data were then cirefully scrutinized by a designated criterion
analysis group. The group included the principal investigator for each of
the criterion measures; consequently, for each variable there was at least
one comrmittee member with a strong vested interest. The other mrembers of the
committee consisted of the principal scientist for the project, the Army
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Research Institute's chief scientist for the project, and one hapless indi-
vidual (the assistant project directcr) who h~d to serve as chair--lO people
in all.

The objectives of the group were to review the results of the field
tests and to agree upon the specific revisions that were to be mada in each
criterion measure before the criterion array was declared the set of crite-
rion measures that would be used for the Concurrent ValidatTh•. The mode of
operation was for the principal investigator responsible for each criterion
to review carefully the relevant field test data and propose specific revi--
sions, additions, or deletions aimed at maximizing the reliability, accept-
abilityl and construct validity of the measure. A general discussion then
followed, continuing until the investlojator's proposal was accepted or a
consensus was reached on what specific changes should be made.

The obvious disadvantage of the committee approach to data interpreta-
tion is the time involved, flora than once the membership wished for a good
dose of totalitarian power. On the positive side, all the major benefits of
participative decision making seemed to manifest themselves. Everyone con-
cerned always knew what was being done, crucial issues tended not to get
lost , investigators could exercise veto power if the integrity of their
product was being threatened, and considerab le commitment seemed to have been
generated. On balance, the time investment seemed worth it. In truth, on
such a la)-ge, multifaceted project it probably is not possible for one
"expert" to make these decisions unilaterally. If the Project A model is
used in the future with arty frequency, applied psychologists must learn how
to "minage" data interpretation as well as data collection,

1he following sectiont summarize the major findings generated by the
above analyses and outline the revisions made in the performance measures as
a result. Results pertaining to the self ratings are not included in these
summaries; initial analyses indicated that the self ratings suffered from
relatively more halo, central tendency, and loniency error than did supe,'--
visor and peer ratiogs, and self ratinags were not considered further.
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Section 9

FIELD TEST RESULTS: TRAINING ACHIEVEMENT TESTS 1

Descriptive Statistics for Field Tests

The descriptive statistics for the training ichievement tests adminis-
tered in the field tests to job incumbents are shown in Table 111,39. Test
scores are based on the items judged relevant for the job or for the Job and
for training content. Those few items Judged relevant only for trainTl
content (see Table 11l.10) are not included because the respondents being
tested were job incumbents rather than trainees.

These data are for Batches A and B only (nine MOS) since batch Z 'AOS
were not field tested. Mean values for the previous trainee figures based on
19 MOS (Section 2) have been recomputed including only the nine MOS that par-
ti cipated In rthe field tests; trainee and field test Job Incumbent results
match closely. Mean trainee alpha for the nine MOS was .882, and mean in-
cumbent alpha is .877, Mean correct for trainees was 53.0%, compared to
54.5% for job incumbents.

Revisions to Training Achievement Tests

Reduction in. Number of Items for Conci4rrent Validation

Because of time constraints, the length for tho Concurrent Validation
versions of the training tests would be limited tu approximately 150 items.
To reduce the size of the item pool, any item that had been rated not rele-
vant to the job and also not relevant to training was dropped first. To
reduce test length further, items were dropped that hal been rated lowest in
Importance and/or highest ,ii difficulty. Because the training performance
d~rnain was assumed to be multidimensional, Itnms wee not usually eliminated
solely because of b negative bNWrial correlition with the total test score,
However, some Items were dropped that exhibi•ed thi three characteristics of
(a) low pass rate, (b) negative biserial, and (c) a distractor or distractors
with a high positive biserial. During the revision of the item pools, the
relative frequency of items in each Job task duty area was maintained as It
had been proviously.

Tables 111.40, II.41, and 111.42 report the number of items remaining
on each test after the revisions had been made. The versions to be used for
the Concurrent Validation contained the number of items shown in the columns
on the far right. The t.ables for Batches A and B differ slightly from the
table for Batch 7 because many of the Batch A and 3 item reductions were madre
using field test data, which are not available for Batch Z.

lDevelopment of the training achievement tests was described in Section 2,
Part I11. Section 9 is based primarily cn ARI Technical Roport 757,
Development and Field Test of Job-Relevant Knowledle Tests for Selected 110r,
by RoerE71. Ni s, Greý"PyA. Dvis, 36-7 n-,7 araVrT~-~
Vera, and the supplementary ARI Research Ilote In preparation, which contains
the report appendixes.
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Table 111.39

Results From Training Achievement Field Tests Administered to Incumbents

Number Number Mean tlean
of of Number Percent

MOS 0Subjet Items Correct SD Alp ha Correct

Batch A
13B 149 133 49.2 16.5 74 .90 44.5
64C 156 137 70.3 17.2 75 .91 51.3
71L 129 97 50.5 9.9 51 .83 52.1
95B 112 131 77.3 10.2 51 .76 59.0

Bat~h B
111 166 162 86.4 20.0 98 .93 53.3
19E 169 193 112.9 21.0 142 .03 58.5
31C 143 176 99.6 20.1 120 .92 55.6
638 155 205 106.9 19.4 107 .90 M2.1
91A 155 115 72.9 10.3 76 .82 53.4

*Review5y TRADOC Proponent Agencies

Before being administered to Job incumbents as part of the Concurrent
Validation, each item pool was submitted to the appropriate TRADOC Proponent
for review. The number of items sent out for review and the number of items
eliminated, added, or modified as a result of this review are also summarized
in Tables 111.40, 111.41, and 111.42.

Comparison of Initial Item Pool and Concurrent Validation Version

When initial item pool and Concurrent Validation versions are compared,
there is o small increase in the percentage of items rated very important and
a small decrease In the proportion of items rated of little importance on
both the combat scenario (Very Important, 33.1 to 34.0%; Of Little Impor-
tance, 22.8 to 20.6%) and the garrison scenario (Very Important, 43.1 to
46.5%; Of Little Importance, 11.2 to 8.3%). These changes are all in the
expected direction, given the procedures that wero used to revise the Initial
item pools.

Mean Importance ratings across MOS for item pool and Concurrent Valida-
tion versions of thn tests for each scenario were also compared. All changes
are In the expected dlrjctlon (I.,, higher importance on the Concurrent
Validation test version than on L, item pool), and two are significant when
compared using the Wilcnxon Matched Pairs test: combat scenario (Initial
Itom Pool vs. Concurrent Valldtlinn version), Z - 1.73, ,Z".08; combat
readiness scenario (Initial Itumn Pool vs. Concurrent Val,§datlon version),
Z 2.01, p. .04; garrison scenarlo, Z_ 2.36, p * .004.
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For the version of the tests administered as part of the Concurrent
Validation, the distribution across relevance categories is nearly the sane
as for the original item pool.

Some Lessons Learned

Since this was such a larCe-scale test development effort conducted over
a relatively short period of time, a number of things were learned in addi-
tion to the psychometric properties of the scales. We summarize a few of
these below.

Item Tracking

Developing more than 200 test items for each of the 20 different MOS
required keeping track of data on more than 4,000 test items, through several
revisions. To do this, each draft item was assigned a master number, and a
large table was constructed for each MlOS showing, for each version of the
item pool (version shown to incumbents, version used in the field test,
etc.), the test booklet number of that item and the item in its revised
form. Into these same tables were entered the AOSP (job task) duty area for
the item, whether the item was judged relevant to training and to the Job,
whether the item was modified or dropped from the pool, and so forth.

Tracking items is further complicated by the fact that as items are
reviewed, many are changed significantly. Judgments regarding relevance and
importance refer, of course, to a particular item at a given point in time.
After each Item change, a Judgment must be made as to whether or not the item
is still the "same" item. If not, then the original item must be recorded as
dropped, and a new item with a new master number (linked to the old) must be
entered into the item pool. An automated database program running on a small
(or large) ý.omputer appears necessary in an effort of this magnitude.

Evolution of Item Budgets

Item budgets were originally developed to help assure that the content
domain for each test would be clear, representative, and relevant. Such
budgets also serve the important functions of guiding and providing disci-
pline to item writers who often do not understand the psychometric issues
involved in test construction.

Since the original Dool of items was larger than needed for the tests,
it was possible to keep reworking the budgets, to ensure that the content
domain was appropriately sampled. The important point to note here is that
the original budgets were a starting point in the test development process.
The SIE and Proponent reviews provided important insights to ensure that the
trai:.inýj achievement tests were indeed content valid.

P. r.asonabl, %,.y to track cudgets is to set up spread shrets that fore-
cast the number of items needed in specific content areas as the Item pools
evolve intoD actuol tests.
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Summary and [iscussion

The major objective for this part of Project A's criterion development
was to create content-valid and reliable training achievement tests for mea-
suring the cogniLive component of training success. How successful were
these efforts?

The tests in Batches A and B may be evaluated from three perspectives.
First, since content validity is so crucial, one can examine the process by
which the tests were developed and use some of the standards identified by
Guion (1977) and others as criteria for evaluating that process. Second, one
can consider the developr.ment process up to the point of the final Proponent
review, which indeed was an added sten in the process, and compare the tests
before and after Proponent review. The assumption here is that if the tests
undergo relatively little change (particularly fundamental rhange such as
rutting items and/or adding new items) as a result of the final Proponent
review, the development process as originally conceived was valid. Finally,
one can look at descriptive psychometric indexes such as reliability and item
distributional characteristics,

The development process did conform to the three criteria of domain
definition, content representativeness, and content relevarce. First, the
domain was operationally Identified and items were drawn from that content.
The developmental model prescribed that the Initial items ý,-Iould be drawn from
published Army literature. Since the published literature inevitably lags
behind practice (i.e., doctrine and equipment), some change was inevitable as
subject rmatter experts examined items. Nevertheless, the changes were, in
most cases, not dramatic and many concerned terminology or phrasing rather
than content.

With respect to content representativeness, the proportions of items
assigned to different duty areas on different versions of the test are
similar. Inevitably, there were some modifications in the percentage of
items in a given duty area, but radical changes in the distributionl of items
across duty areas were not necessary.

Elaborate procedures were used to determine content relevance. Items
judged by experts as being not relevant to training and/oTrth-e-jnob were
el irinated. Moreover, relevance was judged in terms of importance; only
those items judged to be very important on one or more of the three scenarios
were retained in the item pool.

"With respect to fairness, as procedures were being developed for review
"of items by subject matter experts, guidelines were developed and irplemented
to ensure that the groups reviewing the items were balanced for race and
gender.

Next is the question of whether the Proponent review altered or changed
the tests. The short answer is: With one or two exceptions, not very much.
Proponents requested three types of changes. The mean percentages of these
changes across all 19 MCOS were as follows: cuts, 7.5%; additions, 1.4:; and
modifications, 9.4%. When one considers the lengths of the tests, these
percentages are not very great. Furthermore, modifications were In many
casps relatively trivial and did not concern content so noich as format or
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phrasing. The distributions of these changes were, however, quite skewed.
By consulting Tables 111.40, 111.41, and 111.42, one can note that the most
significant disagreements occurred for MOS 16B (cuts), 54E (cuts), 1lD
(cuts), and 63B (modifications). Items were added to these tests to
rebalance their respective item budgets.

Finally, the tests can be evaluated in terms of m.ore traditional psycho-
metric measurements, particularly reliability. All of the tests have high
reliability coefficients and reasonable distributal properties. In total
they appear to possess considerable content validity for their intended
purpose.

4 k

III-I 12'12

: '2";'''•2" f' t•":'" " W' "..". ,V, ? .-':•.,.~ ft.' e•"•" • _
S-" ":t~V -V - -" -" -" =% =" i ' i "V [] 4 " ft , * i i% ii i i _



Section 10

FIELD TEST RESULTS: TASK-BASED MOS-SPECIFIC CRITERION MEASURES 1

The analyses of the field test data for the task-specific performance
measures used three general kinds of information. First, extensive item/
scale analyses, including the calculation of reliability indexes, were car-
ried out on each measure. Second, the intercorrelations among the different
measures were examined. Finally, consideration was given to SME and staff
Judgments on the relative suitabil 4t of Job sample vs. paper-and-pencil for
assessing specific task performance.

Item/Scale Analyses

The basic psychometric properties of each measure are described in turn
for the job knowledge tests, the Job sample or hands-on tests, the task per-
formance rating scales, and the Job History Questionnaire.

Job Knowledge Tests

The output generated by the item analysis procedure for the knowledge
tests included, for each item, the number and percentage who selected each
alternative, and for each item alternative, the Brogden-Ciemans item-total
correlation (in which the total score represents the sum of all the items
used to assess knowledge of a specific, task, excluding the item being cor-
related with the total). Recall that there were about 30 task total scores
in each job knowledge test.

Although items with extremely high or low difficulties provide relative-
ly few discriminations, some such items might still be retained to enhance
test acceptability (e.g., because of the importance of the content) or to
preserve a measure of a task to be tested across several MOS. Also, items
with low item-total correlations might be deficient in some respect or might
simply be increasing test content heterogeneity. Since neither type of
information provided conclusive evidence regarding an item's utility, both
were applied in a judicious and cautious manner.

Those items that were particularly easy (more than 95% pass) or
particularly difficult (fewer than 10% pass), or that had low or regative
item-total correlations were examined first for keying errors or obvious
sources of cueing. Deficient items that could not be corrected were then

IDevelopment of these measures was described in Section 3, Part Ill. Section
10 is primarily based on ART Technical Report 717, Development and Field Test
of Task-Based MOS-Specific Criterion Measure3, by Charlotte H. Campbell,
Roy C. Campbell, Michael G. Rumsey, and Dorothy C. Edwards, and the
supplementary ARI Research Note in preparation, which contains the report

.appendixes.
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deleted, and the item analysis was produced again. The process was
iterative; various sets of items were included in the analysis, and the set
that produced the highest coefficient alpha for the entire knowledge task
test with an acceptable pass rate (between 15% and 90%) was retained.

Revisions were made on between 14 and 18% of the items in each MOS set,
and between 17 and 24% of the items were dropped. Following item deletions,
the distributions of items with regard to difficulty and item-total correla-
tions for each of the nine MOS were as summarized in Table 111.43. The
median difficulty levels were 55 to 5M for five of the I1OS, with the MC'S
630, 91A, 19E, and 950 tests having medians of 65 to 74%. Although some skew
in Item difficulties was observed, it was not extreme.

Table 111.43

Summary of Item Difficulties (Perctnt Passing) and Item-Total Correlations
for Knowledge Test Components in Nine MOS

Number
MOS of Items tM Median Min Max

13B Cannon Crewman 236 Difficulty (% 59.2 55.5 13.4 97,2
Item-Total () .38 .38 -. 06 .88

64C Motor Transport 166 Difficulty(%) 60.7 58,0 03.6 94.3
Operator Item-Total(:) .31 .32 -. 00 .91

71L Administrative 170 Difficulty(%) 57.4 56.5 04.7 96.1
Specialist Item-Total( ) .30 .31 -. 19 .84

958 Military Police 177 Dlfficulty(%) 66.4 74.0 00.0 100.0
Item-Total(L) .33 .32 .00 .82

11B Infantryman 228 Difflculty(%) 57.3 55.4 05.3 97.1
Item-Total(L) .30 .31 -. 39 .88

19E Armor Crewman 205 Difflculty(%) 64.6 66.8 13.4 96.9
Item-Total(L) .32 .31 -. 26 .95

31C Single Channel 211 Difficulty(%) 58.0 57.1 11.3 95.4
Radio Operator Item-Total(r) .31 .31 -. 09 .84

63B Light Wheel 197 Difflculty(%) 65.1 64.5 07.8 97.4
Vehicle Mechanic Item-Total(E) .30 .30 ... 13 .92

91A Medical Specialist 236 Difficulty(%) 66.9 69.0 08.6 98.7
Item-Total(r) .32 .32 -. 25 .78
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The item-total correlation distributions were also highly similar across
the nine MOS, with most items exhibiting correlations of .21 to .40 In each
MOS. Pruning items on the basis of low correlations was done very
conservatively. As a result, there remained in each knowledge test items
with low or negative correlations with the task total score. These ranged
from 9% of the items in the [.OS 13 (Cannon Crewman) tests to 29% of the
items in the MOS l9E (Armor Crewman) tests that had correlations below .20.
Negative correlations were found in no more than 8.8% of the items in any of
the nine MOS. The average of the Item-total correlations in the various
knowledge components ranged from .30 to .38.

The means, standard deviations, and reliabilities for the total test
score in each MOS are shown in Table 111.44. The reliabilities are
split-half coefficients, usino 15 task tests in each half, corrected to a
total length of 30 task tests.

Table 111.44

Means, Standard Deviations, and Split-Half Reliabilities for
Knowledge Test Components for Nine MOS

Hean Standard Split-Half

MOS (%)_ Deviation ReliabliZA

13B - Cannon Crewman 58.9 12.6 P6

64C - Motor Transport Operator 60.3 10.1 .79

71L - Administrative Specialist 55.r 100.4 .PI

95B - Military Police 66.4 9.2 .75

11B - Infantryman 56.C 10.5 .•1

19E - Armor Crewman 64.0 10.1 .90

31C - Single Channel Radio Operator 57.7 9.6 .P4

63B - Light Wheel Vehicle Mechanic 64.4 9.1 .86

97A - Medical Specialist 69.P. 8.1 .P5

a Fifteen task tests in each halF, corrected to a total length of 30 tests.

For all [MOS, the majority of individual task test means wLre between
about 35 and 85%; total score means were from 55 to 70/,. The standard
deviations were also similar across the nine HOS, and although coeFficient
alphas were variable across tasks, split-half relicbilities were in the .70s
and .9Os for total job knowledge score.

The reliabilities (coefficient alpha) of task tests appearing in
multiple MOS are shown in Table 111.45. The magnitude of the correlations

is, for somq Individual task tests, disappointing. However, a number of the
subtests were very shcrt, containing no more than 3-5 items.
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Table 111.45

Coefficient Alpha of Knowledge Tests Appearing In Multiple MOS

Test 138 64C 71L 968 118 19E 31C C3B 91A

Perform CPR .31 .34 .38 .33 .38 .41 .55
Administer nerve antidote to self .55 .39 J36.
Prevent shock .22 .12 .31
Put on field dressing .34 .39 .39 .19 .15 .31 .16 .31

Administer nerve agent antidote
to buddy .58 .32

Load, reduce stoppage, clear M16 .56 .46 .47 .52 .51 .32 .43
Perform operator maintenance on M16 .31 .38 .39 .44 .22
Load, reduce, clear M0 ,30 .40 .47

Perform operator maintenance .45 .45 .36
Determine azimuth using a compass .81 .84 .74
Determine grid coordinates .23 .53 .57 .79 .74 .70 .74
Decontaminate skin .71 .42 .48 647 .47

Put ooi M16 mask .50 .49 .44 .56 .49 .33
Put on protective clothing .56 .55 .31 .40 .31 .52 .39 .40
Maintain M17 mask .38 .53 .28
Challenge and Password .46 .48 .41

Know rights as POW .48 .45 .44
Noise, light, litter discipline .38 .12 .07
Move undcr fire .59 .56
Identify armored vehicles .62 .64 .68 .75 .67 .58

Camouflage equipment .31 .31 .08
Camouflage self .06 .47 .48
Report information - SALUTE .76 .84 .74
Operate vehicle In convoy .40 .36

StepScale Analyses for Hands-On Tests

For each hands-on step, the numiber and percentage who scored CO and
NO-GO were determined. The Brogden-Clemans biserial was computed for
hands-on steps just as for knowledge test items; that is, the step ws
correlated with the total task score minus that step. Recall that for the
hands-on tests there were 15 task scores.

,W

Steps that had low or negative correlations with the total task score
were reviewed to identify situations where performance scored as NO-GO was in
fact prescribed by local practices, and was as correct at that site as
doctrinally prescribed procedures. Instructions to scorers and to soldiers
were revised as necessary to ensure consistent scoring.
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Use of step difficulty data to revise hands-on tests was limited by a
number of considerations. First, a task test utially represents an
integrhted procedure. Each individual step must typically be performed by
someone in order for the task to continue. Removal of a step from a
scofesheet, regardless of its psychometric properties, might oniy confuse or
frustrate the scorer. Second, removal of a step which the Soldier's Manual
specifies as a part of the job may result in deleting a doctrinal requirement
and undermining the acceptability of the hands-on measure to management.

Because of these considerations very few performance measures were
dropped from scoring nn hands-on tests, regardless of their difficulty
level. However, under certain limited circumstances, exceptions were made.
On a very few hands-on tasks, the test steps represent a sample of perfor-
mance from a large domain (e.g., Identify Threat Aircraft, Recogilze Armor
Vehicles, Give Visual Signals). Individual steps could be deleted without
damaging task coverage or test appearance.

Three types of reliability data were explored for hands-on task tests:
test-retest, Interscorer reliability, and internal consistency,. For. reasons
discussed below, only the internal consistency data were tystematically used
in test revision.

So that test-retest reliability could be computed, all soldiers in the
Batch A MOS were retested on a subset of the same tasks they had boon tested
on intially. Due to scheduling and resource constraints, the interval
between first and second testing was only 2 to 7 days. Thur, memory of
initial testing was a probablt contaminant of retesting performance.
Soldiers were aware that they would be retested and some were found to have
trained to improve their performance between the two testing sessions. Thus,
training was not consistent across soldiers, but varied partly as a function
of motivatiott and partly aq a function of the extent to which special duties
restricted training opportunities. Scores improved on second testing for
many soldiers. On the other hand, some soldiers resented having to repeat
the test; some told the scorer that they were unfamiliar with the task, when
in fact they had scored very high nn initial testing. Thus, retest scores
were contaminated widely and variably by motivational factors. Overall,
test-retest was of limited utility and was nut collected for Batch B
soldiers.

The use of alternate forms of a test offers an approximation of test-
retest reliability. However, development and large-scale administration of
alternate forms in either hands-on or knowledgA mode was beyond the resources
of the project.

An attempt was made in Batch R to acquire interscorer reliability esti-
mates by having a Project A staff member score the soldier 3t the s.me time
the NCO was scoring. Two factors limited the feasibility of this approach.
First, sufficient personnel were not available to monitor all eight stations
within an MOS -for the length of time required to accumulate sufficient data.
The problem was exacerbated when, for whatever reason, it was necessary to
test two MOS simultaneousl). Second, for some MOS, particulirl~y those per-
formed In the radlo-teletype rig for MOS 31C and irn the tank for MOS 19E, it
was difficult or even impossible to have multiple scorers without interfering
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with uither the examinee or the primary scorer. Because of these factors,
insufficient interscorer Yeliability data were available to systematically
affect the process of revising task measures.

By process of 'liminatiori, the reliability mt-asure of choice for the
hands-on test was an Internal consistency estimate, using split-half. Table
111.46 shows, for each 11OS, the means, standard deviatiois, and split-half
reliability estimates of the hands-on components across revised task tests.
The mean task scores tend to fall between 40 and 80%, with a few very
difficult tasks and a few very easy tasks for most soldiers in each MOS. The
standard deviations for task tests are in many cases high relative to the
means. This is at 7east in part an artifact of the sequential nature of many
of the hands-on tests: If soldiers cannot perfornm early steps, the test
stops and remaining steps are failed, For many MI0S, the overall split-half,
calculated using seven scores again~ qight scores (odd-even), is rather low,
but these may be underestimates slrice it is difficult to conceive of parallel
forms arranged from teste, of such heterogeneous tasks.

'able 111.46

Means. Standard Deviations, and Split-Half Rellabillties for
Hands-On Test Components for Nine MOS

Mean Standard Split-Half
MOS N D Deviation Reliabil itya

13B - Cannon Crewman 146 64.5 14.0 .82

64C - Motor Transport Operator 149 72.9 9.1 .59
71L - ,drninistrative Specialist 126 62.1 9,9 .66
95B - Military Police 113 70.8 5.8 .30
11B - Infntryman 162 56.1 12.3 .49

19E - Armor .rewman 106 81.1 11.8 .56

31C - Single Channel Radio Operator 140 80.1 10.7 .44

64B - Light Wheel Vehicle Mechanic 126 79.8 8.7 .49

91A - Medical Spucialist 159 83.4 11.4 .35

a Calculated as 8-test score correlated with 7-test score, corrected to 15
tests.
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Task Performance Rating Scales

Inspection of the rating datA revealed level differences in the mean
ratings provided by two or more raters of the same soldier. Therefore, all
raters' responses were adjusted to eliminate these level differences. Addi-
tionally, a small number of raters were identified as outliers, in that their
ratings were severely discrepant overall from the ratings of other raters on
the same soldiers; their rating data were excluded from the analyses. (The
procedures for adjusting the ratings for level effects and for 'Identifying
outliers are described in more detail in the discussion of measures in
Section 11.)

Mleans and standard deviations were computed on the adjusted ratings for
each 7-point scale. Interrater reliabilities were computed as intraclass
correlations, and the estimates were adjusted so as to represent the
reliability of twr: supervisors per soldier and four (Batch A) or three (Batch
B) peer raters for each soldier, The adjustment was made because numbers of
raters varied for each soldier, and 'it seemed reasonable to expect that rat-
Ings could he obtained from two supervisors and four peers during the Concur-
rent Validation. However, further experience in Batch S data collection
suggested that three peers per soldier was more reasonable, rhese issues are
oiscussed more fully in the sections on rating scale results.

Summary statistics on the task performance rating scales across the 15
tasks in each MOS are presented in Table 111.47 (more detailed results can he
found in ARI Technical Report 717). The distributions for the rating scales
are surprisingly free of leniency and skewness, with means between 4.3 and
4.9 on the 7-point scale and standard deviations largely between .55 and .76.

RPellabilities varied widely across the tasks. In MOS such as 71L
(Administrative Specialist) and 63B (Light Wheel Vehicie Mechanic) where
soldiers work in isolation from each other or with only one or two others,
few peer ratings were obtained on each soldier ind reliabillIties are corre-
spondingly lower. The inean number of peer ratings amon3 118 (Infantryman)
was much higher, and many of the soldiers being tested comprised training
cohorts that had been together since their earliest Army training. Some
tasks that soldiers rarely perform were also characterized by lower numberý
of ratings and lower ruliabillties.

Du,,ing the Batch A field tests, it was observed that supervisors and
peers confronted with only the tisk title, might not have been entirely clear
on the scope of tasks they were rating. Low interrater reliability supporttd
this observation. Consequently, for the Ratch U dbta collection for two OS
(31C and 19E), the task statements were augmented with the brief descriptions
of the tasks that had been developed for the task clusteing phase of
doevlopment. However, this modifikation did not ippear to affect results
from these tIOS and it was not given further trial.

Job History Questionnaire

Job history respons.s were analyzed to determine whether task experience
as captured by the Job History Questionnaire Is related to performance on the
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Table 111.47

Means, Standard Deviations, Number of Raters, and Interra'er Rellabilities of
Supervisor and Peer Ratings Across 15 Tasks for Nine MOS

Mean 3tandard Split-Half
G.MOS . Raters Meana Deviationa Reliabilityb

13B - Cannon Crewman Sup. 1.5 4.99 .72 .67
Peir 2.5 4.85 .•0 .87

64C - Motor Transport Jup. 1.8 4.35 .64 .69
Operator Peer 2.6 4.26 .58 .70

71L - Administrative Sup. 1.0 4,97 .70 .75
Specialist Peer 1.9 4.97 .64 ,60

95B - Military Police Sup. 1,9 4.51 .49 .64
Peer 3.4 4.53 .46 .82

11B - Infantrymon Sup. 1.8 4.45 .59 .74
Peer 3.0 4.50 .65 .77

19E*- Armor Crewman Sup, 1.7 4.69 .62 .76
Peer 3.0 4.71 .45 .67

31C - Single Chinnel Radio Sup. 1.7 4.68 .68 .81
Operator Peer 2.5 4.68 ,b8 .74

63B - Light Wheel Vehicle Sup. 1.8. 4.72 .68 ,76
Mechanic Peer 2.1 4.68 .63 .81

91,A - Medical Specialist Sup. 1,6 4.07 .75 .69
Peer .3.1 4.95 .60 .81

a Computed on adjusted ratings.

b Computed on adjusted ratings; corrected to r'eliabtlities for two super-
visurs and four (Batch A) or three (Batch B) peers.
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task-specific criterion measures The questionnaire asked soldiers to esti-
mate the recency and frequency of performance of each task. If sufficient
relationships were found, job history data would 41so be collected during the
Cot•current Validation. Because the Job History Questionnaire data analyses
were performed solely to inform the decision on whether to continue collect-
ing Job history information, attention was focused on detailed analyses or'
one Batch A MOS (13B) and three Batch B lIOS (11B, 19E, and 63B).

Recency and frequency were summed with frequency reverse scored prior to
summing, so that high scores indicate greater recency and/or frequency of
task experience. For the Betch A MOS 13B (Cannon Crewman), this summated
experience score was significantly related, in the positive direction, with
test scores for 9 of the 15 hands-on tests, and for 9 of the 30 knowledge
tests. For six tasks, experience was significantly related to performance on
both knowledge and hands-on tests. These findings certainly support the con-
tinued examination of job experience effects.

For the three Batch B MOS, frequency and recency were treated separate-
ly. For MOS 11B (Infantryman), recency and frequency or both correlated
significantly, and in the appropriate directions, for 7 of the 15 hanids-on
tests, and for 15 of the 30 knowledge tests. For six tasks, one or both
experience indexes were related to both hands-on and knovqledge performance.

For MOS. 19E (Armor Crewman), experience indexes were related to only
three hands-on tests and two knowledge tests. For one 19E task, experience
wrs significantly related to both knowledge and hands-on scores. For MOS
63B (Light Wheel Vehicle Mechanic), experience was significantly related to
only two hands-on tests and five knowledge tests, with none of the tasks
having significant relationships with experience measures for both types of
testR. For soldiers in these two MOS, experience differences appear to have
less influence on performance.

Intercorrelations Among Task Performance Measures

For each of the nine MOS, performance on 15 tasks was assessed by four
methods: hands-on tests, knowledge tests, supervisor ratings, and peer rat-
ings. Thus, a 60 X 60 correlation matrix could be generated for each of the
MOS, as in a multimethod-multitrait matrix (where traits are tasks). For
purposes of simple examination each MOS matrix was collapsed, by averaging
correlations across tasks, to a 4 X 4 matrix (see Figure 111.12). For each
pair of methods, the 15 cor'elations between the two methods on the same
tasks (heteromethud-monotrait) were averaged and entered above the
diagonals. The 210 correlations between each pair of methods on different
tasks (heteromethod-heterotrait) were averaged and entered below the
diagonals. Finally, the 105 correlations between pairs of tasks measured by
the same method (monomethod-heterotrait) were averaged and are sliown in Lhe
diagonals of each matrix.

In general, there are three considerations in examining a full
multimethod-multitrait matrix: (a) The heteromnethod-monotrait correlations
(above the diagonals) are indications of convergent validity among the
methods, the extent to which the different methods measure the arame trait
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Figure 111.12?. A~verage correlations between task measurement methods on same
tasks and di fferent tasks for nine MOS.
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(here, the traits are proficiencsy on tasks). (b) These samle validity coef-
f-'zients (aboe the diagonals) should be greater than thi corresponding
values in the heteromethod-heterotrait triangle (below the diagonals), as an
indicati.)n that the method-trait relationships are not all a reflection of
some otier unspecified factor. (c) The monomethod-heterotrait correlations
(in the diagonais) should be lower than the coefficients above the diagonals,
as evidence of discriminate validity--that is, the methods of measuring tasks
are not overshadowing differences among tasks.

Without exception, the average correlations are highest both between and
within peer and supervisor ratings, with method variance (different tasks) in
general higher than variance accounted for by tasks. For hands-oin and
knowledge tests, the average oF same-task correlations between the two
methods (above the diagonal) is higher than either of the single-method
different-task average correlations (in the diagonal), which in turn are
usually higher than the average correlation between the -1,,o methods on dif-
ferent tasks (below the diagonal). The lower correlations between the task
tests and task ratings, even on the same tasks (above the diagonal), further
evidence the Influence of method variance in the ratings.

The correlations armiong the methods obvirusly tend to be higher when
results are aggregated across tasks to the total score level (see Figure
111.13). Again, the correlations between tha to;o ratings methods are
highest, and correlations between rating methods and test methods arc in
gener.l lowest. The exceptions are among rOS 950 (Miltary Policy) where the
hands-on/knowledge correlation is particularly low, and tIOS 11P (In'1antryman)
wv#',re ratings and te.t results are correlated nearly as highly as the two
test methods.

Table 1I1.48 shows overall correlations between hands-on and knowledge
tests for 110S grouped by occupational categcry. The categories used corre-
cpcnd to the Aptitude Area composites identified by MIcLaughlin, Rossmeissl,
Wise, Brandt, and Wang (1984) based on which Armed Services Vocational Apti-
tL'de Battery (ASVAB) tests were most predictive of future training perform-
ance success for particular Arrmy 110S. These composites were labeled as
clerical, operations, comibat, and skilled technical. The correlations were
clearly lowest in the skilled technical category; otherwise, thEre were no
naior differences between rroupings.

To know whether these correlations are high or low, some f-ame of
reference is needed. Rumsey, Osborn, and Ford (1985) reviewed 19 comparisons
between hands-on and job knowledne tests. For 13 of the 19 comparisons using
work samples classified a, "motor" because the majority of tasks involved
physical ;ianipulation of things (see Asher & Sciarrino, 1O74, for a distinc-
tion between "motor" and "verbal" work samples), they found a mean correla-
tion of .42 prior to correction for attenuation and .94 following such
correction. Results were further divided into occupational categoc ie" based
primarily on which aptitude areas in the ASVAC test predicted perforriance for
that category, P, follows: skilled technical, operations, combat arms, and
electronirs. Table 11T.41 shows corrected and uncorrected correlations in
each of these categories. An additional category, clerical, was i.entified,
but no investigations usig a motor work sample had reported an" 0!.•ults in
this category.
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Figure 111.13. Reliabilities and~ correlations hetween task measurement methods

across task for nine MOS.
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Table 111.48

Correlations Between Hands-On and Knowledge Test Components for MOS
Classified by Type of Occupation

Correlation Between
Knowledge and Hands-On

Total ,
Type of Occupation (OS) Sample Size ra Corrected rb

Clerical 126 .52 .76
(71L - Administrative Specialist)

Operations 393 .43 .71
(63B - Light Wheel Vehicle Mechanic;

64C - Motor Transport Operator;
31C - Single Channel Radio Operator)

Combat 414 .46 .67
(liB - Infantryman;

13B - Cannon Crewman;
19E - Armor Crewman)

Skilled Technical 250 .17 .35
(95B - Military Police;

91A - Medical Specialist)

OVERALL 1,183 .39 .62

a Correlation between knowledge and hands-on test scores averaged across

samples.

h Correlation between knowledge and hands-on test scores average across
samples and corrected for attenuation.
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Table 111.49

Reported Correlations Between Hands-On (Motor) and Knowledge Tests

Correl ati on

ra Core.ctedb

Operations .45 .60

Combat Arms .47 ,62

Skilled Technical .58 .67

Electronics .27 .34

ALL .4A .54

a Correlation between knowledge and haids-on test scores averaged across
samples.

b Correlation between knowledge and hands-on test scores averaged across samples
and corrected for attenuation.

In general, the correlations observed In the Project A field tests were
at a level consistent with those found in the literature. They were particu-
larly consistent For three MOS, Motor Transport Operator, In:iitryman, and
Administrative Specialist, that represented three separate occupational
groupings. They were low in two skilled technical occupations, Military
Police and Medical Specialist. This pattern in the skilled technical group-
ings does not correspond to findings reported in the literature (Rumsey et
al., 1985). Since the Military Police and Medical Specialist occupations
were also the MOS for which qualifying scores on the Armed Forces Qualifying
Test (AFQT) were higher than in any of the other Project A MOS, there is some
reason to believe that restriction in range may have been a factor contribut-Ing to the lower correlations.

How rel'able are the measures? The weighted average of the split-half
reliability estimates shown in Table 111.44 for the 30 knowledge tests is
.80; this average does not substantiaily deviate from an average reliability
of .83 reported in the literature for job knowledge tests (Rumey et al.
1985).

The average of the split-half reliability estimates shown in Table
TII.46 for trie 15 hands-on tasks is .52. Ultimately, a 30-task test will be
generated for each MOS based on the 15 tasks for which both types of measures
have been developed and the 15 tasks for which only job knowledge tests have
been developed. Using the Spearman-Bro;vn formula, it can be estimated that
the reliability of a 30-task hands-on test would have been .68, relative to
an average value of .71 reported in the literdture (Rumsey et al., 1985).
While the estimates found here clearly were not higher than those previously
reported, it shnuld be noted that the overdll test development strategy in
Project A placed more emphasis on comprehensiveness than on content
homogeneity.
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Revision of Task-Specific Performance Measures

In revising tha hands-on and knowledge tests, the goals for each MOS was
a reduction in knowledge test items of 25 to 40% (depending on the tI0S), and
a set of between 14 and 17 hands-on task tests. Field test experience indi-
cated that reductions of this magnitude would meet the time allotments for
Concurrent Validation.

To make these reductions, both the field test results and additional
systematic judgments of the "suitability" of hands-on measurement were used.

Hands-On and Knowledge Measures

Developing an appropriate hands-on, or Job sample, measure of a
particular job task is not always feasible, since it may be difficult to
standardize conditions or obtain the necessary equipment. Compromises may be
necessary and the question arises as to what effect the compromises have on
content validity. To assess such effects during the field tests, the project
staff involved in developing and administering the hands-on measures rated
the entire pool of hands-on tests according to their suitability for hands-on
measurement. The points considered were standardization ý; conditions,
reliability of scorers, and quality of task coverage.

The suitability ratings were then used with other data to further refine
the task test sets. First, if the hands-on set was too long (more than 17
tests, or likely to run over 3 hours) after revisions, the developers dropped
the hands-on tests that were judged least suitable for hands-on measurement,
or that were judged suitable but had very high correlations with the corre-
sponding Job knowledge task test, or that had correlations with a similar
hands-on task test. However, if dropping such tests would not effect a
savings, because the tests were not time-consuming or resource intensive, the
tests were often retained. When the hands-on set comprised 14-17 of the best
available hands-on tests, the set was considered final.

If, after revisions, the knowledge test set had 60 to 70% as many items
as before, the tests were considered feasible for the 2-hour time slot. The
knowledge test was then accepted as complete, and finalized for Proponent
review.

However, If there were too many items, the strengths and weaknesses of
each knowledge and hands-on test were analyzed by means of a procedure used
to assign "flaw" points to each test. The flaw point procedure considered
whether the test was or was not revised after the field test, test diffi-
culty, variability in scores, reliability, and hands-on suitability. The
points assigned were considered in conjunction with an analysis of the
specific content overlap between hands-on and knowledge tests. Knowledge
tests were reduced to items that tended not to overlap with hands-on tests by
considering first the more flawed knowledge tests, and then the knowledge
tests that were found to be redundant with hands-oi tests. The steps in
reduction are described more completely in Appendix N in the ARI Research
Note in preparation.
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The extent of the changes made on the tests, considering both obtained
data and informed judgments, was small. Among common task tests, Judgments
of hands-on suitability resulted in deleting five tests (Recognize Armored
Vehicles, Visually Identify Threat Aircraft, Decontaminate Skin, flove Under
Direct Fire, Collect and Report Information). Additionally, In each MOS two
to five HOS-specific tasks were dropped as not suitable for hands-on test-
ing. For most tIOS, the set of hands-on tests, Including those field tested
in MOS and tests judged not suitable, comprised 19 to 23 tasks; after suit-
ability judgments were made, the hands-on sets were reduced to 15 to 19 tasks
in each MOS. Appendix T in the ARI Research Note in preparation lists the
full set of hands-on tests that were developed for all MOS, and indicates,
for common tasks, the other t1OS for which the tasks were selected and where,
therefore, they might also be tested hands-on.

By following the adjustment steps described, each MIOS was covered by a
set of 15-17 hands-on tests, and a set of knowledge items that was 60 to 70%
of the set field-tested. The array of hands-on and knowledge tests for each
MOS is summarized in Table 111.50; a list of the tests offered for Proponent
agency review is presented in Appendix U of the ARI Research Vote In
preparation.

Table 111.50

Summary of Testing Mode Array for MOS Task Tests Before Proponent Review

Hands-On
Hands-On and and Reduced Hands-On Knowledge Total Knowledge

MIOS Knowledge Knowledge Only Only Hands-On Items

13B 8 9 0 13 17 177,181a

64C 8 6 2 14 16 168

71L 5 5 5 15 15 148

95B 15 0 0 15 15 210

11B 10 4 1 16 15 198

19E 10 4 1 15 15 196

31C 15 0 0 0 15 215

"63B 15 0 0 0 15 196

91A 15 0 0 0 15 234
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Job Task Ratings

The high correlations among rating scales, relative to their correla-
tions with other methods, are consistent with previous literature. At this
point the question still remains as to whether the "method" variance inherent
in the ratings represents relevant or extraneous components of performance.
Interrater rellabilities are sufficiently high to warrant retention of the
rating scales for the Concurrent Validation.

Also, findinos reported by Borman, White, and Cast (1985) using this
same field test data set reveal that, for some MOS, ovr I performance
ratinas were more closely related to hands-on and job knowleage tests than
the task-based ratings examined here, This raises additional questions about
whether raters aoeqUately understood and appropriately used the task-based.
scales.

Job History Questionnair'

The results from the Job History Questionnaire, although far from
conclusive, provided aufficient -indication that Job experience may be an
important factor to warrant further consideration of this variable. As a
consequence, the Job History Questionnaire is being retained in the Concur-
rent Validation data collection. Those data, with much larger sample sizes,
will be used to Identify which, if any, task measures should be corrected for
the contaminating effects of differential experience. Furthermore, the rela-
tionship between experience and performance may vary as a function of the
aptitude being validated and the difficulty of the task. Therefore, care
will be taken regarding the possibility of interaction effects as well as
covariance effects.

Proponent Agency Review

The final step in the development of hands-on and knowledge tests was
Proponent agency review. This step was consistent with the procedure of
obtaining input from Army subject matter experts at each major developmental
stage.

The Proponent was asked to consider two questions: (a) Do the measures
reflect doctrine accurately, and (b) do the measures cover the major aspects
of the Job? A Proponent representative was given copies of the measures;
staffing of the review was left to the discretion of the Proponent agent.

Item changes generally affected fewer than 10% of the items wichin an
MOS and most such changes involved the wordirg, not the basic content, of the
item. Changes affecting the task list occi'rred in only three MOS. Proponent
comments and resulting actions taken ar, summarized below for each of these
MOS.

11B - Infantrympan. The Infantry Center indicated that the primary
emphasis for infantry should be nonmechanized. To that end, they advised
dropping three tasks: Perform PMSC on Tracked or Wheeled Vehicle, Drive
Tracked or Wheeled Vehicle, and Operate as • Station in a Radio Net. Two
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tasks field tested in other 1IOS were substituted: Move Over, Through, or
Around Obstacles, and Identify Terrain Features on d Map. The Center also
concurred with the addition of a hands-on test of the task, Conduct Surveil-
lance Without Electronic Devices- the hdnds-on test of Estimate Range was
dropped in exchange.

71L - Administrative Specialist. The Soldier Support Center, Proponent
for MOS 71L, recnmmended that Post Regulations and Directives be eliminated
from the 71L task list. They also recommended that four tasks originally to
be tested only in the knowledge mode be tested in the hands-on mode as well:
File Documents/Correspondence, Type a Joint Message Form, Type a Military
Letter, and Receipt and Transfer Classified Documents. To allow testing
time for additions, the following tasks, originally to be tested in both the
hands-on and knowledge modes, will now be tested only in the knowledge mode:
Perform CPR; Put On/Wear Protective Clothing; Load, Reduce Stoppage, and
Clear M16A1 Rifle; and Determine Azimuth with Lensatic Compass. The 71L test
set was then composed of 29 tasks, 14 tested in a hands-on mode.

95B - Military Police. The Military Police School, Proponent for MOS
95B, indicated that the role of the military police w:as shifting toward a
more combat-ready, rear area security requirement, rather than the domestic
police role emphasized by the tasks selected for testing. They recommended
that five tasks be added. Three of these--avyigate from One Position on the
Ground to Another Position, Call for and Adjust Indirect Fire, and Estimate
Range--had previously been field tested with MOS 118 soldiers. Both hands-on
and knowledge tests for the~e tasks were added to 958. Another, Use Auto-
mated CEOI, had been field tested with MOS 19E soldiers- th's task was added
to the list of knowledge tests only. The final task, Load, Reduce a Stop-
page, and Clear a Squad Automatic Weapon, not previously field tested, was
also added to the 'list of knowledge tests only. Four tasks were dropped.
Two--Perform a Wall Search, and Apply Hand Irons--had initially been proposed
for both hands-on and knowledge testing. The remaining two--Operate a
Vehicle in a Convoy, and Establish/Operate Roadblock/Checkpoint--had been on
the knowledge only task list. The 95B test set then consisted of 31 tasks,
16 tested in a hAndb-un imude.

In determining whether any of these task list changes constituted a
major shift in content coverage, special consideration was given to the

principle applied in the initial task selection process that every cluster of
tasks be represented by at least one task. What impact did the Proponent
changes have with respect to this principle?- For MOS 71L and lIOS g5B, each
cluster was still represented after the Proponent changes had been imple..
mented. For MOS 11B, the deletion of Perform PMCS on Tracked or Wheeled
Vehicle and Drive Tracked or Wheeled Vehicle left one cluster, consisting of
tasks associated with vehicle operation and maintenance, unrepresented.
However, since it was the Infantry School's position that tasks in this
cluster did not represent the future orircntation of the 118 11OS, this omis-
sion was considered acceptable.

A second condition ir which strict adherence to Proponent suggestions
was not necessarily advisable was where the suggestions could not be easily
reconciled with documented Army doctrine. Where conflict with documentation
emerged, the discrepancy was pointed out; if the conflict was not resolved,
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items were deleted. Finally, if Proponent comments seemed to indicate a mis-
understanding of the intended purpose or content of the test items, clarifi-
cation was attempted. The basic approach was to continue discussions until
some mutually agreeable solution could be found.

Copies of all tests, reflecting revisions based on field teit data
adjustments to fit constraints of Concurrent Validaticn and changes recom-
mended by Proponent agencies, are presented in Appendix V in the ARI Research
Note In preparation.

Summary and Discussion

The results of the task-based MOS-specific development effortt, from the
first perusals of the MOS tdsk domains, through task selection, test develop-
ment, and field test data collection, to tha Proponent review and the final
production of criterion measures for Concurrent Validation, are satisfying at
several levels. More than 200 knowledge tests and more than 100 hands-on
tests were developed and field tested, and the field test experience wis
applied to the production of criterion measures of more than 200 tasks for
the nine MOS. The tests provide broad coverage of each t10S in a&manner that
is both psychometrically sound and appoaling to M0S proponents,

Initial predictions of the capability of Army units to support hands-on
tests, and of the ability of SLi soldiers to compreheod the knowledge t-.sts
and rating shales, were largely borne out during data collection, 'there
serious mnisadjustments had boen made, it was pos$ible tri make correonn'ons to
eliminate the problems i'ncountered.

The several methodologies developed for definitig the task domains,
obtaining SME judgments of -task criticality and difficulty, %electlng tasks,
for testing, assigning tasks to tett modes, and reducing test sets to manage-
able arrays proved both comprehersive and flexible. The peculiarities of
each MOS required that the methods Up adapt•d at various points, yet for
every MOS all vagaries were dealt with tu the satisfaction of both developers
and proponents.

1L, general, means and standard deviations rpvealed a reasonable level of
performance variability on hands-on and knowledge tests.,. In one MOS whbre
the variability of hinds-on tests was most limited, Military Police, there
have been Pi-oponent-directed changes that ray result Ir Increase( viriability
in Concurrent Validation testing.

The developmental activitie, thai. have been described resulted in the
preparation of performance measures to he administered concurrertly with
predictor measures in a large-scale validation. As this effort is completed,
a new set of task-bhsed measures will be developed to measure performante of
soldiers in their second tour. It is anticipated that many of the procedures
used in developing first-tour measures will be appropriate for this new
purpose as well, although some revisions will ýe needed to accommodate the
exparded responsibilities associated with secona-tour jobs. Work on develop-
ing these revised procedures is already under way.
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FIELD TEST RESULTS: MOS-SPECIFIC RATINGiS (BARS)1

This section presents the field test reliability data and scale charec-.
teristics for the Job (110S)-specific rating scales that were developed via
the BARS method. Before those analyses were carried cut, the ratings for the
M10S-specific BARS, as well as the other rating scale c~'iterion measures, were
adjusted for certain between-rater differences. After describing these ad-
justments, and the results of the analyses, the section closes with a dis-
cussion of-the BARS modifications for use in the Concurrent Validation study.

Rating Scale Adjustments

Differences In Rater Levels

One problem with ratings is that although raters might agree on a
particular ratea's strengths and weaknesses across different performance
dimensions, differences between rater-s in the level of mean ratings sometimes
appear. Consequently, for the Project A ratings measures we decided to
tompute adjusted scores that would reduce or eliminate the level differences
between scores provided by two or more raters for a single ratee. -Thot
procedures developed to compute adjusted ratings or scores were as follows:

s Consider the score provided for one enlistee across all
other raters. For example, Rater I gave Enlistee A a score
of 4.0 and Enlistee B a score of 5.0 on Dimension X.

# For each enlistee, compute the mean rating across all other
raters. For cxaniple, if Rators 2, 3, and 4 evaluated Em-
listee A on Dimension X, we computed the mean rating for
Enlistee A across these three raters.

* Corapire the score -For the target rater-enlistee pair with
the mean cc~iputed for the same enlistee across all other
raters. Use these vdlues to compute a mean difference
score for the target rater-enlistee pair.

s Repeat this procedure to compute a difference scure for
each rater-inlistee combination on each performance
dimenslun.

11ne development of these tezts Is described in Soction 41 Part III.
Section 11 is based primarily on an ARI Techni.cal Report ir, preparation,
Development and Field Test of Pehaviorally Anchored Ratin[, Scales for Nine

riCS, by Toquani et al., and the spplementl~ry AR-esar reIn prepara-

Mohn, which contains the report appendixes.I
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6 Weight each difference score by the number of other raters
evaluAting each enlistee.

0 For each rater, compute a weighted average difference score
for each performance dimension.

I Finally, compute an average dIfferr...,-,.•';"e arross all
performance dimensions for the , r a i• rer, Use the
average difference score to adjustv, ratings provided by
that rater.

These procedures were used to compute adjusted scores for all ratel's.
Ratings supplied by peers and supervisors were pooled to compute adjusted
scores.

Identification of Outliers

The next step involved identifying, ratings that appeared unrealistic.
Two criteria for identifying questionable raters were developed. First, the
correlation between performance dimension ratings for a target rater-enlistee
pair and the mean porformance dimension ratings prov;ded by ail other raters
evaluating that enlistee was computed. If this cbrrelition was -. 2 or lower
for any ratee, all of that rater's ratings were doleted from the data set.
1Second, any rater who generated an ava'age difference score of 2,0 or greater
-ias deleted from the sarmple.

All ratings made by any rater whose adjusted scores exceeded one or both
of the above criteria were deleted. These ratings were omitted because a
negative correlation (-.2 or lower) or a relatively high adjustment score
(2.0 in absolute terms) indicated that this rater's data did not correspond
to information provided by othei, raters evaluating the sameenlistee(s). The
goal for eliminating outlieos was to be as conservative as p')ssible by
deleting only the most extreme ratings. For each of the MOS by rater type
(supervisors or peers) combinations, the number of ratps deleted ranged from
zero to seven. Across all MOS and riter types, data were elmiinated for only
22 ra *'.ees.

For all remaining analyses, we analyzed ratings provided by supervisors
separately from ratings provid.ed by peers, using the adjusted scores computed
for each rater.

Differences Between Batch A and Batch B Data Sets

When the "raw" ratings were adjusted for level differences betweer
raters, using the procedure described above, some adjusted scores fell out-
side the actual range of rating scalo valies. For example, the rating scores
for one performance dimension ranged from 0.49 to 7.17. In the analYes cnn.
ducted for Batch A MOS, the aajusted ratings were allowed to efceed the
dctual scale pnint rangy. For, Batch B MOS. adiusted scores were modified by
truncating scores that exceeded 7.0 or that fell below 1.0. Thus, in the MOS
data the ratings for Batch A exceed tho range of 1 to 7, whereas ratingz for
Batch B fall within this range.
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Rater/Ratee Ratio

Assumptions concerning the number of reters evaluating each soldier
affect the resulting reliability estimate. Generally, the more raters evalu4.
ating a soldier, the higher the estima~e. For each group of ratings, the
ratio of the number of raters to the number of ratees was calculated. These
data are. reported in Table 111.51. For comparison purposes, the table
includes. the ratios for rating data 'computqd before and after the ratings
hWere -adjusted. and screened,., Note thst these ratios changed very little
f ol. wi hg 'the screening process,

Table 111.51

Ratio of Rateps to Ra~tees, Befor~e and Aftevp Screening,, for Supervisors and
Peer Ratings on'MOS-Spek1fic BARS,

2~Ler~~orsPcoers
tIOS Before After Weore After

13B Cannon Crewman 1.47 i..47 2.8)

6.4C -Motor Teansport Operator 1.84 1.82 2.77 2,ý5-
71L'-Admini'strative Specialist 1.04 1.404 1.90 1089
9,98 - Military' Police 1.94 1.88 3.67 3.39

.11B - Infantryman 1.81 2.81 2.99 2.99
19E. - Armor Crewman 1.68 1.68 2.95 2.95
31C - Radio T~oletype Operator 1.73 1.73 2.49 2,,Uo
63B - Light-Wheel Vehicle Mechanic 1.77 1.77 2.08 2.09
91A - Medical Specialist 1.59 1.59 3.10 3.10

For a majority of enlistees in each MOS, there were ratings from two
supervisors. For the Administrat-ive Specialist, huwever, only one supervisor
rating for each enlistee was obtained. This reflects th~e job content for -

most administrative specialists, which makes it difficult to obtain very Amany
supervisor or peer ratings. These specialists do tend to work alone and for
one boss onT~y.

For peer ratings, the ratio of raters to ratees ranged from 1.89 for
Administrative Specialist (71L) to 3.39 for Military Police (95B) witha
median value of 2.57 . We obtained at least two peer ratings for every
enllsfee with the exception of Administrative Specialists. Fur enlistees in
four of the MOS--Military Police (95B3), Infantryman (1113), Armor Crewman
(1qE), and Medical So.!-Cialist (91A)--there were about three peer r'atings for
each.

111 13



For the reliabilities presented below, estimates were adjusted so that 4

reliability computed for peer ratings provided for Batch A !!OS samples can be'I interpreted as the expected correlation between the mean ratings provided by
equivalent groups of four peers. For Batch B MOS peer ratings, however,
three rather than four peers were assumed. Interrater reliability estimates

• computed for supervisors can be interpreted as assuming that all soldiers
were rated by two supervisors.

Descriptive Statistics for MOS BARS Ratings

Supervisor and Peer Ratings

Table III. 2 presents the means, standard deviations, ranges, and
reliability (interrater agreement) of the rating scores on each of the
individual MOS BARS scales.

Supervisor and peer ratings yielded similar levels of reliability
estimates. Across all MOS, median reliability estimates for supervisor
ratings range from .53 for Infantryman (lB) to .66 for Medical Specialist
(91A) with a median value of .57. For peer ratir.gs, median values range from
.43 for Armor Crewman (19E) to .65 for Military Police (952) with a median
value of .55. The median values indicate that for s'ingle-item scales, inter-
rater reliability estimates are at a respectable level. The reliability
estimates reported we-e adjusted for the number of raters for each ratee.
Civen equal numbers of supervisor and peer raters for each ratee, the data
Indicate that the supervisor ratings would be somewhat more reliable than the
peer ratings,

Supervisors and peers also provided similar information about the mean
level of performance. Acrns the nine M'IOS, peers provided slightly higher
grand mean values than supervisors in two 11OS, Administrative Specialist
(71L) and Infantryman (lIB). Supervisors provided slightly higher grand me3n
values than peers In two IO5, flotor Transport Operator (64C) and Military
Police (95B). I'ean ratings by the two groups were nearly identical for the
remaining MOS.

Scale Intercorrolations

A summary of the average scale intercorrelations for supervisors, for
peers, and between supervisors and peers is shown in Table 111.53. Average
intercorrelations among performance diiension ratings for supervisors and
peers are sirilar. The greatest difference between mean intercorrelations
for supervisors and peers occurs for Military Police (95B), with the mean
value for supervisors at .39 and iean value for peers at .58.

Revision of the MOS-Specific BARS for Administration to
the Concurrent Validation 'ample

Prior to the admlnistrat~on of the ?¶OS-specific rating scales in the
Concurrent Validation study, the scales were submitted to a .1'oponent review
to verify that critical first-term Job requirements were represented in the.%
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Table 111.53

Average Intercorrelations of MOS-Specific BARS for Supervisors, for Peers,
and Between Supervisors and Peers

Between Supervisors
and Peers&

Within Within Scale in Scale not
MOS Statistic Supervisors Peers Common in common

13B Cannon Crewman T .46 .50 .39 .33
SD .12 .07 .10 .09

64C Motor Transport .48 .42 .43 .38
Operator SD .12 .16 .10 .09

71L Administrative 42 .36 .38 .37
Specialist SD .14 .11 .11 .12

98 Military Police .39 .58 .44 .41

SD .15 .07 .08 .09

11B Infantryman "F• .42 .50 .41 .34

SD .10 .08 .07 .08

19E Armor Crewman ,29 .36 .28 .25
S.11 .13 .10 .09

31C Radio Teletype 7 .53 .49 .43 .38
Operator SD .05 .09 .13 .07

638 Light-Wheel r .53 .43 .43 .40
Vehicle Maintenance SD .10 .13 .10 .10

91A Medical Specialist T .45 .53 .45 .38
SD .08 .09 .10 .09

a The first column is the average of supervisor x peer intercorrelation when
both are using the same rating scale dimension. The second column is the
average of all "off diagonal" intercorrelations; that is, when supervisor
and peer are rating the same person but not using the same rating scale.
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performance scales. Revisions were made in the MOS-specific behaviorally
anchored rating scales, using results from the field test as well as Input
supplied by the Proponent review committee.

Revisions Based on Field Test ,Data

For each MOS, the reliability estimates computed for performance dimen-
sion ratings provided by supervisors were compared with estimates for dimen-
sion ratings provided by peers to identify problem dimenssions. (See Tablo
111.54 for a summary of the median reliability estimates as well as the range
of reliabilities for eich MOS.)'

For mqst MOS, there appears to be no consistent pattern when reliability
estimates computed for supervisor ratings are compared with 'those computed
for peer ratings. Within MOS 95B one performance dimension, Providing Secu-
rity, appeared to present problems for both rater groups1 , The. Inteorater
reliability estimate computed separately for supervisors and peers is .39.
Therefore, th6 deflrition as well as the behavioral anchors for this particu-
lar dimension were ,clarified.

For the remaining MOSspecific rating scales, performance dimensions
with low reliability estimates for supervisor or peer ratings were identified
and the rating scale definitions and anchors developed for these dimensions
were reviewed. Anchors and definitions were revised if it seemed
aporopriate.

Table 111.65 contains the adjusted and unadjusted grand meanlvaluet by'
MOS and by rater type. Grand mean values computed using adjusted scores cor-
respond very highly with grand mean values computed using unadjusted scores.
Since very little leniency or central tendency error is exhibited in Table
111.55, no changes were made in the scales as the result of these data.

Revisions Based on Proponent Review

Following the Batch B field test administration, the nine MOS-bpeclflc
behaviorally anchored rating scales were each submitted to a Proponent com-
mittee for review. Proponenc committee members, who were primarily technical
school subject matter experts from each MOS, studied the scales and made sug-
gestions for modifications. For most MOS, suggestions made by committee
members were minor wording changes. For example, they noted a problemn with
one of the anchors in one Administrative Specialist (71L) performance dimen-
"slon, Keeping Records. The committee recommended deleting one anchor from
this dimension because it described job duties typically required of second-
term personnel only (i.e., Handle Suspense Dates). Therefore, this anchor
was omitted.

For another OS, Radio Teletype Operator (31C), the Proponent review
committee noted that the job title had been changed, and the necessary
changes were made on all Concurrent Validation rating forms. The current
IIOS-specific rating form for this MOS now reads "Single Channel Radio
Operator--31C."

I11-146
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Table III1.5

Summary of Grand Mewn Values for UnadjUsted and Adjusted BARS Ratings by MOSa

Sukervisors Peers -

MOS Unadjusted Adjusted Unadjusted Ad luited

138 Caonon Crewman Mean 4.09(1,13) 4.89(0.81) 4.89(0.84) 4,85(0.71)
Median 4.90 4.92 4.97 4,92

S4C Motor Transport Mean 4.92(1,.02) 6.07(0.73) 4.66(0.83) 4.74(0.66)
Operauor Median 5.00 4.85 4.78 4,88

71L Administrative Mean 4.56(1.13) 4,52(0,94) 4,75(0.01) 4,72(0.64)
Sperialist Median 4.57 4.2 4.79 4.73

958 Military Police Mean 4.59(0.75) 4 47(0.63) 4.43(0.66) 4.43(0.60.)
Median 4.69 4.58 4.41 4.47

119 Infantryman, Mean 4.39(0.91) 4.45(0.70) 4.56(0.70) 4.51(0.1)
-Median 4.44 4.51 4.60 4.55 I

199 Armor Crwnan hean 4,89(0.78) 4.7t(0,63) 4.75(0.60) 4.76(0.56)
Median 4.91 4.79 4.84 4.83

31C kadlo lo.typt Main 4.46(0.93) 4.68(0.86) 4.88(0.86) 4.66(0.69)
Mprrat:r Median 4.57 4.80 4.87 4.64

638 Light-Wheil Vehicle Mean 4.34(0.98) 4.48(0.87) 4.64(0.81) 4.47(0.73)
Meohdnic Me'i,'ir 4.41 4.59 4.54 4.38

91A Medical Speclal11t Mean 4.71(0.83) 4.71(0.79) 4,72(0.76) 4.71(0.72)
Meoian 4,70 4.67 4.70 4.68

A Standard deviationi are shown In parenwes.
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For one t10S, Military Police (95B), the coraittee asked for more exten-
sive changes. Committee merbers noted that because critical incident work-
shops were conducted only In CONU$ locations, a few requirements of the
Military Police job were missing. Incumbents in this MOS are required to
provide combat and combat support functions. Therefore, four performance
dimensions describing these requirem~ents were added to the iHilitary Police
MOS-specific ratinn scales: Navigation (Dimension H); Avoiding Enemy De-
tection (Dimension I); Use of Weapons and Other Equipment (Dimension J); and
Courage and Proficiency In Battle (Dimension K). Definitins and behavioral
anchors for these scales had been developed for the InfantryimAn (ll) per-
formance dimensions rating scales. Proponent committee members reviewed
these definitions and anchors and authorized including the same information
in the Military Police performance rating scales.

Project Review and Revision

Following the Batch B field test sessions, Project A staff members
reviewed the final set of roling scales. this group, the Criterion
Measurement Task Force, was cumpoioed of project personnel responsible for
developing tasK-oriented and behavior-oriented measures.,

Most members of the Task Force had participated in administering cri-
ternon measures during the Batch A and Batch B field tests. They reported
that sorie of the rating scales,, the behaviorally anchored scales *in par-
ticular, required considerable reading time, and they felt that some raters
were not reading the scales thoroughly before making tneir ratings. The
panel recommended that the length of the behavioral anchors be reduced to
ensure that all raters would review the anchors thoroughly before using thom
to evaluate incumbents,

The performance dimension definitions and scale anchors were modified
accordingly. The goal was to retain tho specific job requiremerit., and
depict lon of ineffective, adequate, or effective performance in each enchor
while eliminating unnecessary information or lengthy descriptions. Figure
111.14 shows an example of the anchors for one performance dimension in the
Military Police (95B) rating scales, as they appeared for the Batch V
administration and as they appear for the Concurrent Validation study.

A complete description of the ratinc scales administered in the
Concurrent Validation study is given in t6e iIOS appendixes in the ARI
Research Note in preparation.
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Section 12

FIELD TEST RESULTS: ARMY-WIDE RATING MEASURES 1

Analyses of the field test data from the Army-wide rating measures
focused on (a) distributions of the ratings, (b) interrater reliabilities,
and (c) intercorrelations amono the rating scale dimensions.

Prior to these analyses, the same rater adjustments and outlier analyses
were conducted as were done for the IOS-specific ratings (see Section 11). A
relatively small number of raters (9 superviiors and 46 peers out of the
total sample of 904 supervisors and 1,205 peers) were identified as out-
liers. Because these raters' ratings were so severely discrepant from other
raters' ratings of the same target soldiers, their data were excluded from
further analyses.

Statistics From Field Test

Distributions of Ratings

Table 111.56 presents frequency distributions of r;tings made on each of
the seven points on the 7-point Army-wide rating scales. lable 111.57 then
depict- the means and standard deviations of selected composit' ratings as
well as the Overall Effectiveness and NCO Potential scales. Taken together,
findings from the two tables suggest that raters did not succumb to excessive
leniency (overly high ratings) or restriction-in-range (rating everyone at
about the same Ievel). The modal rating of 5 on a 7-point scale and means
generally between 4 and 5 seem reasonable in that we would expect the first-
term performer to be a little above average, because some percentage of the
poor performers will have already left the Army.

SInterrater Reliability

Interrater reliability results appear in Table 111.58, In general, the
levels of the reliabilities are encouraging. Intraclass correlations for the
composites of the Army-wide behavioral dimensions are &lmnst uniformly in the
80s (median = .84). Reliabilities of the individual behavioral scales are
Iower (.51-.68, median = .58) but still respectable. The Overall Effec-
tiveness and NCO Potent'iil reliabilities are likewise reasonably high
(.47-.S2, meaian = .66). Regarding the Army-wide common task ratings,
interrater reliabilities for the dimension composites are satisfactory
(.55-.84, median = .71), but not as high as the behavioral dimension
composites. Individual :orrmon task scale interrater reliabilities are lower
(.33-.60, median = .44). o

IThe development of the Army-wide rating measures was described in Section
SPart 11. Section 12 is primarily based on ARI Technical Report 716,
Davelopment and F ield Test of Army-Wide Rating Scales Fnd the Rater Orienta-
"ti•h nann• am iaininP Pro ,Ela - nd Waiter-c. normarn•C•"s.75d
t-Fe sup~plementary AR RI e ch No'te 37-?2, w.ich contains the report
appendixes.
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Table 111.56

Frequency Distributions (Percent) of Ratings Across the Seven Points of the
Army-Wide Measuresa

Scale Points

MOS 1 2 3 4 5 6 7

IrdiAdual Army-wide Behavio'al Dimensions

11B 4/2 8/6 13/:VI 20/23 25/31 18/18 11/8
13B 3/4 7/6 13/11 17/18 24/30 23/23 13/9
19E 2/2 8/7 13/15 22/24 28/30 18/15 10/6
31C 3/3 9/6 14/12 19/18 30/32 16/19 9/10
63B 2/2 10/7 16/13 20/21 27/31 15/17 9/9
64C 4/3 9/6 12/12 19/21 26/34 18/18 12/6
71L 2/1 6/4 14/12 17/25 26/30 20/19 15/8
91A 4/3 9/8 12/13 19/22 27/28 18/18 12/9
95B 2/2 6/6 15/16 25/26 29/30 16/17 8/4

Overall Effectiveness

11B 2/1 6/2 17/12 24/26 30/37 16/19 4/3
13B 2/3 6/5 16/8 25/15 24/36 17/26 10/8
"19E 0/1 4/4 10/12 25/28 42/33 15/19 3/3
31C 1/1 6/4 15/8 25/21 36/37 12/21 4/8
63B 2/1 8/4 14/12 29/25 30/38 14/15 4/4
64C 3/2 9/5 18/7 18/16 30/42 17/24 6/3
71L 0/0 7/3 15/9 27/31 29/32 20/23 2/2
91A 2/1 5/4 16/13 24/26 27/35 21/17 5/4
95B 1/1 4/3 14/11 23/27 32/38 20/19 7/2

NCO Potential

11B 9/4 18/12 15/18 17/19 22/25 15/17 5/4
13B 11/17 5/7 10/8 18/12 27/32 17/21 10/13
19E 3/6 11/10 13/17 21/24 27/26 20/13 5/4
31C 7/5 15/6 14/10 16/18 27/25 15/27 5/9
63B 6/4 13/10 17/14 21/19 21/29 15/17 6/7
64C 8/8 6/10 13/13 21/20 27/30 16/15 8/4
71L 2/0 4/3 11/12 18/24 38/39 19/15 10/7
91A 8/7 14/10 14/15 15/20 22/25 18/16 9/8
95B 6/7 5/7 10/15 21/23 25/24 18/18 14/7

Individual Army-wide Common Task Dimensions

11B 2/1 6/4 13/10 10/20 27/29 20/23 15/13
138 3/3 5/3 9/8 19/15 28/28 23/29 13/14
19E 1/1 3/3 9/10 19/22 33/28 22/24 13/13
310 1/1 3/3 9/7 20/19 29/30 22/24 16/16
63B 2/2 S/3 12/12 20/20 30/29 21/23 10/12
64C 3/3 5/6 12/11 20/20 28/34 25/19 7/6
711 2/3 6/6 12/15 20/19 25/31 26/23 8/4
91A 2/3 4/4 10/10 18/20 27/27 25/21 16/14
95B 0/2 2/4 11/12 26/25 31/32 20/20 10/4

a in each cell, th,ý percentage for supervisors is on the left 3nd the per-

centage for peers is on the right. The scale values range from Poor (1) toExce llent (7).
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Table 111.57

Means and Standard Deviations of Selected Army-Wide Rating Measuresa

MOS

118 13B 19E 31C 638 64C 71L 91A 958

Average Army-Wide Behavioral Dimensions

Supervisors 4.50 4.76 4.46 4.59 4.42 4.52 4.73 4.56 4.44
(.82) (.90) (.65) (.88) (.87) (.91) (.77) (.95) (.79)

Peers 4.53 4.67 4.47 4.54 4.49 4.56 4.78 4.57 4.46
(.68) (.75) (.59) (.76) (.76) (.71) (.65) (.81) (.66)

Overall Effectiveness

Supervisors 4.47 4.59 4.48 4.55 4.38 4.36 4.39 4.57 4.56
(1.02) (1.23) (.94) (1.08) (1.14) (1.22) (1.16) (1.18) (1.10)

Peers 4.62 4.85 4.67 4.71 4.52 4.75 4.73 4.63 4.64
(.76) (.99) (.76) (.95) (.95) (.95) (.93) (.93) (.91)

NCO Potential

Supervisors 3.97 4.34 4.26 4.28 4.14 4.30 4.76 4.23 4.59
(1.37) (1.55) (1.23) (1.42) (1.36) (1.37) (1.27) (1.48) (1.35)

Peers 4.14 4.66 4.23 4.56 4.31 4.14 4.76 4.29 4.35
(1.08) (1.27) (1.06) (1.24) (1.18) (1.26) (.93) (1.27) (1.13)

Average Army-Wide Common Task Dimensions

Supervisors 4.87 4.97 5.02 5.07 4.87 4.53 4.53 4.91 4.70
(.66) (.70) (.55) (.61) (.65) (.63) (.81) (.71) (.53)

Peers 4.96 4.99 4.93 5.12 4.84 4.54 4.75 4.95 4.63
(.61) (.68) (.47) (.61) (.77) (.56) (.69) (.68) (.57)

a The mean is based on a 7-point scale ranging from Poor (1) to Excellent (7).
The standard deviation is shown in parentheses. The means, standard devia-
tions, interrater reliabilities, and intercorrelations appear in Appendix E of
ARI Research Note 87-22, for each individual Army-wide behavioral dimension,
and in Appendix F for each individual Army-wide common task dimension.
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Table 111.58

Intraclass Correlation Coefficients for Selected Arny-Wide Rating Measures

MOS

1.B 138 19E 31C 63B 64C 71La 91A 95B

ICCs for Average Behavioral Dimensions

Supervisors .82 .81 .86 .83 .84 .84 -- .81 .85

Peers .80 .83 .78 .86 .84 .85 .82 .86 .88

Mean ICCs Across Individual Behavioral Dimensions

Supervisors .58 .58 .46 .60 .60 .58 - .60 .63

Peers .55 .61 .55 .60 .57 .58 .51 .67 .68

ICCs for Overall Effectiveness

Supervisors .64 .62 .54 .70 .63 .72 -- .74 .82

Peers .47 .60 .48 .65 .71 .66 .70 .68 .79

ICCs for NCO Potential

Supervisor- .74 .61 .53 .71 .63 .68 -- .64 .68

Peers .57 .63 .59 .74 .66 .69 .60 .69 .68

ICCs for Average Common Tasks

Supervisors .77 .70 .74 .55 .55 .60 -- .7] .74

Peers .78 .72 .67 .64 .84 .65 .57 .79 .82

Mean ICCs Across Individual Common Tasks

Supervisors .42 .48 .38 .38 .42 .. .. .46 .41

Peers .51 .47 .46 .41 .51 .34 .33 .60 .57

a ICCs were nct computed for 71L supervisor raters because almost all of the
ratees were evaluated by only one supervisor.
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Supervisor and peer ratings have very similar levels of interrater
reliability. Median reliabilities were computed for supervisors and peers
separately, first for all of the behavioral dimension entries in Table 111.58
and then for the common task scale reliability values. The peer ratings are
slightly higher in average reliability than those of the supervisors
(supervisors: BARS median = .66, task median n .55; peers: BARS median
.68, task median - .59).

It should be noted that the data in Table 111.58 are intraclass
correlation coefficients (ICC) representing the reliabilities of mean ratings
across supervisors or peers and, accordingly, are dependent on the average
number of raters per ratee. Just as adding items to a test increases its
reliability, larger rater/ratee ratios yield higher reliabilities as a
function of the Spearman-Brown formula. Considering the present rater/ratee
ratios (about 2.8 for peers vs. 1.8 for supervisors), the supervisor ratings
would have been somewhat more reliable than peer ratings if each source had
had the same number o- raters per ratee.

However, the coefficients appearing in the table provide the appropriate
reliability estimates (of the mean supervisor and mean peer ratings), because
correlations between the rating data and other variables were calculated
using the mean supervisor and mean peer rating for each ratee. That is,
ratings of a giveni ratee were averaged across supervisors and across peers,
and all of the correlations reported here were computed on these means.
The sample size for each correlation is the number of ratees on which it was
calculated.

Rating Scale Intercerrelations

The intercorrelations and the crosz-correlations of the individual
scales for the Army-wide ratings (supervisor) and the MOS-specific BARS
ratings (supervisor) are shown 'in Table 111.59 for all MOS. The average of
the within-measure scale correlatiuns and the average of the scale
cross-correlations are also shown.

Overall, the scale intercorr'elations are perhaps not as high as are
usually found for rating scale intercorrelations and they are certainly lower
than the individual scale reliabilities. This is particularly significant
becaute the scale reliabilities (i.e., the Intraclass r) incorporate rater
differences as error while the scale intercorrelations do not (i.e., all
correlations are based on the same set of raters).

In general, the correlations between scales taken from the different
measures (the cross-correlations) are slightly lower than the within-measure
scale intercorrelatlons). However, the differences are not as great as one
might expect, given the different objectives of the two me3aures.

Revision of the Arm.-Wide Scales

As with tne MOS-specific BARS scales, experience administering the
Army-wide rating scales during Batch A indicated that some soldiers had
difficulty with the amount of reading required. It thus seemed prudent here
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also to reduce the length of' the behavioral anchors on the Army-wide
behavior-based scales. This was accomplished by editing each behavioral
statement to remove unnecessary language and reduce the readinU difficulty.

In addition, it was felt that a few of the st,.tements anchoring the
different effectiveness levels were multidimensional. That is, the example
behaviors contained in certain individual anchors were sufficiently different
to cause raters potential confusion regarding the level at which a ratee
should be evaluated. This potential problem was addressed by extrapolating
more global performance information from the specific behaviors and writing
the scale anchors to reflect these more general performance levels. The
changes were similar to those illustrated for the 1, OS-specific BARS (see
Section 11).

Another revision between the Batch A and Batch B administrations was to
drop I of the 13 common task scales. This was done simply because a 13th
scale would have required an additional page on the printed version of the
scales. The task dimension that had the lowest interrater reliability and
seemed the most redundant with others was eliminated for Batch B and the
Concurrent Validation effort. The final version of these scales, as well as
the Army-wide BARs, is shown in Appendix C of ARI Research Note 87-22.

Finally, after the Batch B administration, the instruments were
submitted to Proponent review. In this review, technical school subject
matter experts studied the scales and made suggestions for minor wording
changes on some of the anchors. Also, the dimension Maintaining Living/Work
Areas was dropped to reduce the length of time required to complete the
behavioral rating scales. Proponent review experts judged that dimension to
be the least important and the most expendable.

In summary, only minimal changes were made to the Army-wide rating
scales as a result of the field tests: first, eliminating one behavioral
dimension and one common task dimension to improve administrative efficiency;
second, making relatively minor wording changes and reducing the length of
the scale anchors to lessen the reading difficulty as well as the time
required to complete the scales.

Summary and Conclusions

Results of the field tests for the Army-wide measures are very
encouraging. In particular: (a) rater participants seemed reasonably
accepting of the rating program and appearcid able to understand and comply
with the instructions; (b) rating distributions were acceptable, with means a
little above the scale midpoints and standard deviations corparable to those
found in other research; and (c) interrater reliabilities were acceptably
hi-h, for both supervisor and peer raters.

Although results from both batch A and B field tests were on the whole
positive, valuable information for improving the Army-wide scales was gleaned
from these trial administrations. To obtain the best possible program, we
requested that each batch B rating session administrator provide written
feedback on his/her experiences, outlining any suggestions for possible

I III-1C5
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program improvement. While no major changes were requirEd, several sugges-
tions were made to facilitate program administration for Concurrent Valida-
tion and to prevent errors In completing th% rating forms.

Because of the Importance of rater orientation and training to the use
of ratings as criteria, an experiment was conducted on certain parameters.
Section 13 reports on that experiment.

1 1

-- 5,

111-166



Section 13

RATER ORIENTATION AND TRAININGT

The rater orientation and training program was seen as very important
for reaching the objective of obtaining high-quality ratings. Recent reviews
of research on rater training conclude that training is likely to improve
performance appraisals (Landcy & Farr, 1980; Zedeck & Cascio, 192). Studies
have shown that rating errors such as halo and leniency can be reduced by
appropriate trainlng (Borman, 1975, 1979; Brown, 1968; Latham, Wexley, &
Purcell, 1975). Also, the accuracy of performance ratings has been enhanced
using rater training programs (McIntyre, Smith, & Hassett, 1984; Pulakos,
1984, 1986).

Project staff experience with the training of raters suggested that even
brief rater training sessions can result in ratings with reasonably good
psychometric characteristics. For example, in research that employed 5-15
minutes of rater training, mean ratings have been between 5 and 6 on a
9-point scale, with standard deviations between 1.25 and 2.00. Interpretable
factor analyses have resulted, suggesting that halo was not overly severe,
and interrater reliabilities have been in the .55-.85 range (e.g., Borman,
Rosse, Abrahýms, & Toquani, 1979; Hough, 1984a; Peterson & Houston, 1980).

As a starting point for Project A, a rater training program that staff
members had developed and revised over the past several years was adapted for
use in this project.

Components of Rater Training

Initial Program for Batch A Testing

Components of' the initial rater orientation and training program were as
follows:

1. Rater selection guidelines were prepared. Where feasible, super-
visors and four peers were identified for each first-tour soldier
ratee. To be eligible to rate a soldier, the supervisor or peer
must be familiar with the ratee's performance and have supervised or
worked with the ratee for at least 2 months.

1This section is based primarily on ARI Technical Report 716, Development
and Field Test of Army-Wide Tkatin5 Scales and the Rater Orientation and the
-r'amntjProgram, Eldine D. Pu akos and Ialter C. Borman (Es.), and thFe

supplementary ARI Research rMote 87-22, which contains the report appendixes.

a,
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2. A briefing was prepared to acquaint participant raters with the
main objectives of Project A and to explain where the performance
ratings fit into the project.

3. An orientation to the behavior-based rating scales was developed.
The principle of matching observed ratee performance with
performance described in the scales' behavioral anchors was
carefully explained and illustrated with several hypothetical
examples.

4. A short program was aimed at avoiding three common rating errors:
halo, stereotyping, and paying too much attention to one or two
events relevant to the ratee's performance (heretofore labeled as
the "one incident of performance error").

5. For practice, peer raters were asked to make self-ratings using the
Army-wide behavior-based rating scales, to ensure that they became
acquainted with the rating process before they began their
evaluatioiis of other soldiers.

The orientation and training program described above was developed for
the Batch A field tests. The intent was to start with this program, evaluate
its effectiveness in the Batch A tests, revise for Batch B based on Batch A
experience, continue the tryout in Batch B, and finally revise as required
for the large-scale Concurrent Validation effort.

Lessons Learned During the Batch A Field Tests

The Batch A rater training and orientation program seemed quite
successful in that: (a) it appeared to flow well and be acceptable to both
supe.-visor and peer raters (i.e., the soldiers were generally attentive to
the program and appeared to complete their ratings responsibly); (b) the
interrater reliabilities were very reasonable, especially in light of the
fact that the peer raters were inexperienced at evaluating performance; (c)
the rating distributions were very reasonable, with no drastic skewing; (d)
the training effects did not seem to be trainer-bound in that at least seven
trainers administered the program at one time or another during the Batch A
field tests; and (e) the relationships between the ratings and other
criterion variables showed some predictable patterns (e.g., correlations
between rIos task scale ratings and hands-on test scores averaged about .25).

Although the program seemed effective, Batch A field test experience
suggested some additions and modifications. First, some supervisor and peer
raters did appear" to be evaluating all of their ratees at approximately the
same level of effectiveness on many of the dimensions (i.e., halo error).
To counteract this tendency, raters were subsequently encouraged not only to
tell us about each individual's strengths and weaknesses (thereby avoiding
halo error) but also to indicate differences between soldiers who perform
well in a particular rating category and those who perform less well in the
category.

Second, although error reduction training is very important in yielding
high-quality evaluations, recent research (Mclntyre et al., 1984; Pulakos,
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1984) has suggested that error training alone may be insufficient for
increasing rating accuracy, the crucial criterion for evaluating performance
rating quality (Ilgen & Feldman, 1983; Landy & Farr, 1980). Therefore,
following the Batch A field tests we incorporated a more comprehensive
accuracy training component into the program. We stressed that, although we
did not want raters to make rating errors, the most important element was to
rate each of their subordinates or co-workers accurately. Thus, if raters
felt that their ratees actually performed at the same effectiveness level in
a given performance category, or that a particular soldier performed at
approximately the same level across several categories, then they were
encouraged to rate those individuals in this way. However, it was emphasized
that when real differences exist, the ratings should reflect these
differences.

Finally, a question was raised as to the usefulness of self-ratings as
an aid in familiarizing raters with the rating scales. Since less time was
to be available for ratings during Concurrent Validation, it was important to
consider which instruments and/or aspects of training might be
eliminated. Toward this end, an empirical evaluation of the self-rating
effects would be useful. No research to date has investigated the effects of
self-ratings on subsequent ratings of others, so evaluating this aspect of
the training had general as well as specific project implications. An
experiment, described below, was designed to investigate the self-rating
effect and was conducted as part of the Batch B field tests.

Batch B Rater Training Experiment

Two training treatments were evaluated for peers as raters: (a) rater
orientation and error reduction training, including a brief refresher of the
error training points prior to administering each new scale; and (b) this
same program plus a self-rating warm-up for each scale.

Parallel training treatments were also evaluated for supervisors.
However, because the rating scales were specifically developed for evaluating
first-term soldier performance, having the supervisors use these scales to
perform a self-rating task would have been inappropriate. Consequently,
practice for the supervisors entailed rating a description of one
hypothetical soldier prior to evaluating their subordinates. The two
supervisor training treatments were thus: (a) rater orientation and error
reduction training, including brief refresher training before each new
instrument; and (b) this same program plus practice rating of one
hypothetical soldier on the Army-wide BARS.

The training treatments for each peer and supervisor rater group were
evaluated in terms of their effects on rating accuracy and three rating
errors (halo, leniency/severity, and restriction of range).

A.

Subjects

A total of 817 peer raters and 660 supervisor raters participated in the
Batch B field tests. Each soldier represented one of the following five MOS:
11B (Infantryman), 19E (Armor Crewman), ^1C (Single Channel Radio Operator),
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63B (Light Wheel Vehicle Mechanic), and 91A (Medical Specialist). Data were
collected from four COMUS locations and USAREUR.

Rating Instruments

Four of the rating instruments used during the Batch B field tests were
relevant for the present study:

e Army-wide behavioral rating scales
* Army-wide common task scales
* MOS-specific behavioral rating scales
* biOS-specific task scales

Experimental Treatments

Training Methods. The following three training methods were used asindependent variables:

* Rater Orientation and Error Training Only. Peer and supervisor
raters assigned to this experimental condition received training
that can be characterized as a combination psychometric error and
frame-of-reference program (Bernardin & Pence, 1981; Pulakos,
1984). Briefly, one component of training involved carefully
explaining the logic of the behavior-based and task rating scales,
as well as urging raters to study and properly use the instruments
to arrive at their evaluations. The second major component
involved descriptions of halo, stereotyping, one incident of per-
formance, and same-level-of-effectiveness errors in lay terms and
provided guidance on how to avoid these errors.

6 Rater Orientation and Error Training Plus Practice: Peer Raters.
This experimental condition consisted of the training outlined
above plus practice using the rating scales in the form of self-
appraisals. Specifically, prior to rating their co-workers on each
of the four sets of scales, peer raters were asked to evaluate
themselves using these instruments.

I Pater Orientation and Error Training Plus Practice: Supervisor
Raters. Supervisors assigned to this condition also received the
rater orientation and error reduction training discussed above.
However, their practice entailed evaluating one hypothetical ratee
on the Army-wide behavioral performance dimensions. A vignette
describing performance of a first-term soldier was developed for L
this purpose, using behavioral examples from the pool of items
retranslated during Army-wide behavior scale development.

Dependent Variables. We were able to create "ratees" with known per-
formance scores by developing vignettes about first-term soldiers performing
tneir jobs, using in the vignettes previously scaled behavioral examples
(just as we did fur the supervisor practice rating condition). The true or ¶

target performance level for a dimension was simply the mean retranslation
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effectiveness level for the example included in the vignette for that
dimension. Four vignettes were written describ l -I performance in the
following Army-wide areas: (a) Effort, (b) Maintain Assioned Equipment, (c)
Maintain Living and Work Areas, (d) Physical Fitness, (el Self-Development,
and (f) Self-Control.

By using expert judges' estimates of the true intercirrelation between
the six dimensions, along with dimension means of 4.0 and standard deviations
of 1.5, a true score matrix (see Table 111.60) containing scores for hypo-
thetical ratees on each dimension was generated; this matri>, possessed the
"correct" covariance structure. Using behavioral examples obtained from the
retranslation phase of the Army-wide behavior scaling procese, vignettes were
then written describing four ratees performing at the effectiveness levels
shown in Table 111.60. Each Incident had been allocated reliably into a
single dimension and assigned a narrow range of effectiveness levels in the
retranslation process.

Table 111.60

True Scorea Matrix for Vignette Ratees on Six Army-Wide Dimensions

Ratees

Dimensions 1 2 3 4

1. Effort 5 2 6 4

2. Maintain Assigned Equipment 5 5 2

3. Haintain Living & Work Areas 3 1 5 3

4. Physical Fitness 4 3 5 6

5. Self-Development 7 2 6 4

6. Self-Control 6 1 2 5

aBecause the rating task required evaluators to select a whole number from
I to 7 describing each soldier's effectiveness on a dimension, the gener-
ated true scores were rounded to the nearest whole number.

AFter evaluating their co-workers or subordinates on the Army-wide
behavioral rating scales, both peers and supervisors read and then rated each
of the four vignettes. The materials used to collect these data, including
instructions, the actual vignettes, and special rating scales containing only
the six dimensions relevant to the viUnettes, are presented In ARI Research
Note V7-22.
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Using the peer and supervisor ratings of the soldiers evaluated (not the
vignettes), the following four rating indexes were computed: interrater
agreement, halo, leniency/severity, and restriction of range. The vignette
ratings were used to assess training effects on accuracy. Each dependent
measure was examined separately for peer and supervisory raters.

Procedure

In the field tests first-term soldiers reported to their rating sessions
in groups of approximately 15. At each location, one supe'visor rating
session was conducted for each MOS. Thus, at each post it was necessary to
assign supervisor raters within an MIOS to one of the two training treatments
and then counterbalance the treatment for each MOS across the posts. So, for
example, at Fort Stewart, MOS 19Es and 9lAs received error training only,
while MOS 11Bs, 31Cs, and 63Bs received error training plus practice.
Conversely, at Fort Lewis., MOS 11Bs, 31Cs, and 63Bs received error training
only, while MOS l9Es and 91As received error training plus practice. A
similar counterbalancing scheme was used for the remaining three locations.
This assignment process resulted in approximately equal numbers of soldiers
from each MOS receiving each type of training across the five data collection
sites.

Results

Interrater Agreement

Within each training treatment, an intraclass correlation was computed
for each dimension of the four instruments on which actual soldier

-performance was rated. Within each instrument, these correlations were then
"averaged across the dimensions, resulting in four indexes of rater agreement
for each training condition.

For the peer and supervisor rater groups, Table 111.61 contains the
average intraclass correlations for each of the four rating instruments
within training condition. To determine whether there were significant
differences between the treatments, chi-square tests were performed.
However, because the degree to which these measures are actually correlated
was unknown, testing for differences between the correlations proceeded as
follows. First, a minimum chi-square, assuming perfect dependency among the
measures, was computed. A significant minimum chi-square indicates a dif-
ference between the two Intraclass correlations. If the minimum chi-square
was nonsignificant, a maximum chi-square, assuming perfect independence among-
the measures., was then computed. A nonsignificant maximum chi-square indi-
cates no difference between the two correlations. The final possibility was
that we would obtiin a nonsignificant minimum chi-square but a significant 1<

maximum chi-square. Such a result would have indicated the possibility of a
difference between the two correlations, but no definitive conclusions could
be drawn.
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Table 111.61

Interrater Reliabilities by Training Conditiona Across All MOS

Army-Wide
Army-Wide Common Tasks
Scales Scales MOS Scales MOS Tasks

Rater Group EO E+P EO E+P EO E+P EO E+P

Peers .26 .31 .18 .17 .16 .18 .11 .11

Supervisors .32 .37 .21 .26 .30 .3 8 b .21 . 3 4 b

a EO a error training only; E+P - error training plus practice. These are
one-rater rellabilities calculated on the unadjusted ratings.

b Minimum X2 was nonsignificant, but maximum X2 was significant.

As shown in Table 111.61, for the peers there were no differences
between the two training treatments on any of the rating scale types. For
the supervisors, interrater agreement was consistent across the training
treatments for the Army-wide scales, but practice may have increased rater
agreement on the MOS-specific srales.

Given that the supervisors' practice was restricted to only the Army-
wide rating dimensions, the finding that practice seemed to facilitate agree-
ment on the MOS scales but not the Army-wide scales seemed counter-
intuitive. Hence, the data were-Tnspected further to evaluate the consis-
tency of this effect across MOS. These analvses revealed a significant
difference between the two training treatments on the MOS scales only for MOS
91A; there were no differences in interrater agreement as a result of train-
ing for any of the other MOS.

Training Effects on Rater Errors

For both the peer and supervisor raters, there were no differences
between the two training treatments in terms of halo, leniency/severity, or
restriction-of-rangje errors on either the Army-wide or the MOS-specific rat-
ing scales.

,* Training Effects on Accuracy

A 2 X 2 (Training X Rater Group) fixed-factor analysis of variance was
conducted to evaluate trainiru effects on accuracy. (Accuracy was opera-
tionalized as the average squarti difference between the true scores and each
rater's observed ratings, with lower values indicating greater accuracy.)
The ANOV., results revealed no significant differences as a function of train-
ing or rater group.

111-173

.0]. %

m J-



Sum,,ary and Conclusions

In this experiment to assess whether a practice r.omponent of training
improved performance rating quality beyond what was obtained by error train-
ing alone, results were identical for the peer and supervisor raters. The
practice component yielded no significant improvement in ratings in terms of
interrater agreement or any of the rating errors assessed here (i.e., halo,
leniency/severity, and restriction of range). Further, practice did not'
facilitate accuracy on a vignette rating task.

It was therefore concluded that the rater orientation and training
program to be used for Concurrent Validation would not include the additional
peer and supervisor practice components that had been tried cut in the
experimental study.
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Section 14

FIELD TEST RESULTS: COMBAT PERFORMANCE PREDICTION SCALE 1

Forms A and B of the Combat Perfor:rance Prediction Scale were adminis-
tered at only one post during the Batch B field testing. The scale was
administered to peer and supervisor raters during the rating sessions, along
with the Army-wide and MOS-specific rating scales. Thus, the rater training
described in Section 13 preceded administration of the combat prediction rat-
ings as well.

Statistics From Field Test

Table 111.62 presents the means and standard deviations of the combat
effectiveness ratings by rating source, scale dimension, and combat vs. non-
combat MOS. As can be seen, no meaningful differences were found between
supervisor and peer raters, or combat and non-combat MOS, or among the six
scale dimensions. All of the means are slightly above the scale midpoint of
7.5.

Table 111.63 presents the one-rater intraclass correlations for the
total of the 76 items and for each of the category scures. A reliability of
.21 was obtained for the total when ratings were pooled across raters and
MOS. This reliability is based on all 76 items, some of which may have poor
psychometric properties that could attenuate the reliability coefficient. In
sum, however, the interrater agreement is disappointing, suggesting strongly
that more item analysis is warranted.

Coefficient alphas for the total 76-item scale as well as for each cate-
gory are presented in Table 111.64. The value ranged from .76 to .88 for the
dimensions and WdS .94 for the total.

Revision oF Scale for Concurrent Validation

The item statistics used in selecting 40 items for the final scale to be
used in Concurrent Validation are preseited in Table 111.65. Items were
selected on the basis of content domain (dimension) coverage and psychometric
properties. The 40-item dimension coverage was approximately proportional
to the 76-1tem dimension coverage for the field test. Psychometric proper-
ties considered included rescaled t-valie, reliability, item-dimension
correlation, item-total correlation, an3 across MOS and rater group means and
standard deviations.

Responses to the questions concerning rating confidence and item
applicability were also considered. Total scale confidence ratings were
slightly above midpoint on a 7-point scale (mean value of 4.25 and 4.20 for

1Development of this scale was described in Section 6, Part III. Section 14
Is based primarily on an unpublished manuscript, "Development of Combat Per-
fornhance Prediction Scale," by Barry J. Riegelhaupt and Robert Sadacca.

S~111-17,



Table I1I.62

Means and Standard Devia41on; for Rater-Ratee Pairs on the
Combat Performance Predlctior Scalea

Combat Nancornuat
(1B, 19E) (31C, 638. 91A)

Dimension Items Peers Supervisors Peers Supervisors
(N-51) (N-36) (N-85) (N-77)

Cohesion/Coinmitment 15 7.73 (2.19) 8.54 (2.08) 8.70 (2.43) 8,52 (2.37)

Self-Discipline/ 15 8.97 (2.42) 9.45 (2.40) 9.50 (2.40) 9.55 (2.34)
Responsi bi 1 ity

Mission Orientation 14 9.22 (2.12) 9.87 (1.96) 9.61 (2.15) 9.51 (2.39)

Technical/Tactical 12 9.12 (2.04) 8.08 (.216) 9.41 (2.21) 8.78 (2.16)
Knowl edge

Initiative 9 8.36 (2.54) 8.37 (2.43) 8.77 (2.70) 8.14 (2.56)

Other 11 9.16 ý2.20) 8.74 (2.42) 9.39 (2.44) 8.94 (2.39)

Total 76 8.76 (1.81) 8.96 (1.88) 9.23 (2.04) 8.91 (2.02)

a Scale ranged from 1 = Very Unlikely to 15 - Very Likely. Standard deviations
are shown in parentheses.

p1
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Table 111.63

Intraclks Correlations for Estimating Reliabilities for the
Combat Performance Prediction Scale

Pooled Across MOSa Pooled Across Ratersb

Pooled Across
Dimension Peers Supervisors Peers Supervisors Raters & MOS

Cohesion/Pommit tient .25 .26 .08 .23 .21

Self-Discipline/ .22 .28 .20 .17 .19
Responsibility

Mission Orientation .15 .12 .03 .1c .11

Technical/Tactical .19 .19 .1i .17 .15
Knowledge

Initiative .28 .05 .14 .19 .17

Other .19 .18 .11 .19 .16

Total .27 .20 .15 .23 .21

a MOS: 11B, 19E, 31C, 63B, 91A

b Rater/ratee pairs:

Peers Stioervisors

1IB 107 58
19E 93 45
31C 66 47
63B 75 50
"91A 124 58
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Table 111.64

Coefficient Alpha for the Combat Performance Prediction Scale

Dimension Alpha

Cohesi on/Commitment .78

Sel f-Disci pl ine/Responsl bill ty .81

Mission Orientation .79

Technical/Tactical Knowledge .76

Initiative .88

Other .77

Total .94

111-178
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peer and supervisor ratings, ;-espectively). In response to the question
about the number of epplicable items, on the average peer and supervisor
raters felt that about 43 items applied to the soldiers they rated. The
frequency with which particular items were Judged nonapplicable is presented
in Table 111.65, In selecting items for Concurrent Validation, preference
was given to items that raters judged to be applicable.

The corrected intraclass correlations for the final 40-item scale are
shown in Table 111.66. Vast improvement (i.e, .21 to .66) resulted when the
40 best items from among the 76 were selected. Total scale coefficient alpha
remained at .94.

Table 111.66

Corrected Intraclass Correlations for Estimating Reliabilities of
Best 40 Items on Combat Performance Prediction Scale

Across Forms
Rater Group Form A Form B Across Forms and Raters

Peers .55 .66 .56 --

Supervisors .78 .63 .68 --

.56

This 40-item scale was judged to have sufficiently good psychometric
properties to justify its use for all MOS in the Concurrent Validation data
collection. Sample pages from the instrument are shown as Figure [11.15.
The scale (e.g., development of factors) will be further refined on the basis
of the Concurrent Validation data.
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1. This soldier volunteered to lead a team to an accident scene where immedinto first aid was required
before in order was given,

Very Fairly About 50-50 Fairly Very
Urnlikely Unlikely Cnince Likely Likely

Limnupthenames to 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you are rating 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
wlth the rows 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0
to theright. S0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2. Near the end of a movement when soldiers were ordered to prepare fighting positions, this soldier
prepared his position quickly and then assisted other squad members.

Very Fairly About 50.50 Fairly Very
Unlikely Unlikely Chance Likely Likely

Lineupthenames I0 0 0 0 0 0 0.0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you areroting 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
withthe rows 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0
totheright. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3. This soldier prepared defensive positions without being told to do so.

Very Fairly About 50.50 Fairly Very
Unlikely Unlikely Chance Likely Likely

Line up the names 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers to 0 0 0 0 0 0 0 0 0 0 0 0 0 0
youarerating 30 0 0 0 0 0 0 0 0 0 .0 0 0 0 0
with the rows 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0
to theright. '0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4. The l3ttcry/compony commander Instructed everyone to be pncked and toady for movemnent nt
0800 hours This soldier nrrived late and missed the movement.

Very Fairly About 50-50 Fairly Vory
Unlikely Unlikely Chance Likely Likely

Llne up the nomes IO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you arerating 30 0 0 0 D 0 0 0 0 0 0 0 0 0 0
with ,no rows 40 0 0 0 ,D 0 0 0 0 D 0 0 C0 -0
totherigh., 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Figure 111.15: Sample items from Combat Performance
Prediction Rating Scale (Page I of 2)
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5 When casualties were to be evacuated from a location identified only by nmap coordinates, this

soldier was able to locate the site by accurate navigation in terrain with few prominent teatures.

Very Fairly About 50-50 Fairly Very ,1%

Unlikely Unlikely Chance Likely Likely

Line up thenamems t0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
youarerating 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
with the rows 40 0 0 0 0 0 0 0 0 0 0 0 .0 0 0
tothe right. 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6. This soldier talked with other soldier. who were having difficulties coping with the combat conditions.

Very Fairly About 50-40 Fairly Very
Unlikely Unlikely Chance Likely Likely

Line up the names 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you are rating 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
with the rows '0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
to theright. i0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

7. Although the unit was In the field for an extended period of time, this soldier constantly cleaned
his weapon and carried additional cleaning supplies to be certain they were always available.

Very Fairly About 50-50 Fairly Very
Unlikely Unlikely Chance Likely Likely

Line up the names 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0
of the soldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you are rating 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
with the rows 40 0 0 0 0 0 0 0 '0 0 0 0 0 0 0
,otheright. 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8. During movement of a convoy from support area to forward base camps, this soldier failed to wear
his flak jncket and helmet complaining that they were too heavy and hot,

Very Fairly About 50-50 Fairly Very
Unlikely Unlikely Chance Likely Likely

Line up the nmnies '0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

of tliesoldiers 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0
you area•rtil 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0
with the rows %0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

totheright. so 0 0 0 0 0 0 0 0 0 0 0 C 0 0

Figure 111.15. Sample items from Combat Performance
Prediction Rating Scale (Page 2 of 2)
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Section 15

FIELD TEST RESULTS: ARCHIVAL/ADMINISTRATIVE INDICATORS 1

The Personnel File Information Form (a self-report of 201 File infor-
mation), which had been developed for use in Batch A field testing, was
administered to every soldier at every data collection location. For each
soldier tested, project staff also requested his or her 201 File. Using the
same form that soldiers completed during the testing sessions, project staff
extracted administrative measures information from each soldier's personnel
record, thus making possible a comparison of the two approaches to collecting
personal information. A revised self-report form was tried out during the
Batch B field test.

Results From Batch A

Only soldiers for whom both self-report and 201 File information were
available were retained for these analyses. For a small number of cases,
self-report data were missing. More often, file data were missing because a
soldier did not grant us permission to view his/her 201 File, or for a
variety of other reasons. Thus, although data were collected on 548 soldiers
during Batch A field tests, only 505 cases were available for administrative
measures analyses.

Self-Report vs. File Data

Tables 111.67-111.72 show comparisons of information obtained from self-
reports and 201 File extraction. Sample sizes below 505 reflect missing
data, from one or both sources.

For the Number of Awards variable, as can be seen in Table 111.69, there
was perfect correspondence between the two sources. For the other measures,
which showed varying levels of agrcement (i.e., off-diagonal cases), a
greater percentage of cases consistently fell below the diagonal. That is,
soldiers were reporting more occurrences of administrative measures being
received than were found in their 201 Files.

This situation was not surprising in light of the knowledge acquired in
our earlier exploration of 201 Files. According to regulations, not all
letters, certificates, Articles 15, and so forth, are placed in 201 Files,
and some documents are removed after a certain period of time. Also, while
201 Files are the most timely official source of information, they are cer-
tainly not updated dally. Thus, discrepancies in the reported direction were
not unexpected.

IDevelopnient of these indicators was described in Section 7, Part III.
Section 15 is based primarily on an unpublished manuscript, "Army-Wide
Administrative Measures," by Carry J. Riegelhaupt.
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Table 111.67

Comparison of Reenlistment Eligibility Information Obtained From
Self-Report and 201 Files: Batch A

201 File

Self-Report Eligible Inelglible Total

Eligible 293 45 338

Ineligible i5 21 55

Total 328 66

Table 111.68

Comparison of Promotion Ratga Information Obtained From
Self-Report aiid 201 Files: Batch A

201 File

Self-Report 0 .5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 Total

0 3 0 1 2 3 1 0 0 0 0 10

.b 0 9 0 4 5 1 0 0 0 0 19

1.0 0 3 34 6 10 0 1 0 0 0 54

1.5 1 2 7 63 26 2 2 1 1 0 105

2.0 0 0 0 7 133 14 4 2 1 0 161

2.5 0 0 1 2 15 48 2 0 0 1 69

3.0 0 0 1 1 2 4 20 0 0 0 28

3.5 0 0 0 0 0 0 3 1 0 0 4

4.0 0 0 0 1 0 1 0 0 0 0 2

7.5 0 0 0 0 1 0 0 0 0 0 2

8.0 0 0 0 1 1 0 0 0. 0 0 2

Total 4 14 44 87 196 71 32 4 2 1 455

aGrades advanced/year.
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Table 111.69

Comparison of Awards Information Obtained From
Self-Report and 201 Files: Batch A

201 File

Self-Report 0 1 2 3 Total

0 302 0 0 0 302

1 0 158 0 0 158

2 0 0 37 0 37

3 0 0 0 8 8

Total 302 158 37 8 505

Table 111.70

Comparison of Letters/Certificates Information Obtained From
Self-Report and 201 Files: Batch A

201 File

Self-Repor 0 1 2 3 4 5 6 Total

0 178 9 2 0 0 1 0 190

1 80 20 3 1 0 0 0 104

2 60 21 6 0 1 0 0 88

3 38 11 6 3 0 0 0 58

4 24 8 5 4 1 0 1 43

5 7 4 1 0 1 0 0 13

6 5 1 0 1 1 0 0 8

7 0 0 1 0 0 0 0 1
Total 392 74 24 9 4 1 1 505
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Table 111.71

Comparison of Articles 1S/FLAG Information Obtained From
Self-Report and 201 Files: Batch A

201 File

Self-Report 0 1 2 3 Total

0 320 10 2 0 332

1 73 6 4 0 83

2 38 13 2 1 54

3 18 8 1 0 27

4 2 1 1 1 5

5 1 1 0 0 2

6 1 0 0 0 1

7 1 0 0 0 1
Total 454 39 10 2 505

Table 111.72

Comparison of Military Training Information Obtained From
Self-Report and 201 Files: Batch A

201 File

Self-Report No Yes Total

No 281 15 296

"Yes 188 21 209

Total 469 36 505

III-187
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The intent of this comparison was to be able to address the accuracy of
self-report. However, the information contained in 201 Files does not
necessarily represent "truth," so determining the accuracy of self-report
became an even greater challenge. If soldiers had reported more positive
documents, such as letters and certificates, and fewer negative documents,
such as Articles 15, when compared with the file data, then the self-report
data would surely be suspect. However, soldiers reported receiving more
negative as well as more positive documents. An exception was Reenlistment
Eligibility, which unlike the other administrative variables are constantly
subject to change. ror example, If a soldier is not eligible because of
being overweight, but subsequently loses weight, he/she once again becomes
eligible. In light of the time lag associated with updates to Reenlistment
Eligibility status in 201 Files, a number of off-diagonal cases would he
expected, and it would be impossible to predict whether these deviations
would lie above or below the diagonal. In view of the above results, it
seens likely that soldiers were honestly responding to the questions.

Correlations With Rating Variables

Tables 111.73 and 111.74 present tha correlations between the six
administrative measures and Army-wide supervisor and peer ratings, respec-
tively. Correlations are shown for both the self-report and the 201 File
data. As can be seen, relationships between Army-wide ratings and the
&dministrative measures obtained from the self-report approach were generally
higher than those obtained from 201 Files.

Conclusions

While the self-report method in the Batch A field test yielded enhanced
variance and stronger relationships with other measures, and was easier and
less expensive to use, the selection of self-report over file extraction was
still premature. The Batch B field test was used to provide additional
information.

A number of revisions were made in the self-report at this point. The
Military Training Courses variable was dropped from consideration because it
had litt'le variance and showed very low relationships with other measures.
Further, recall that in the earlier 201 File-EMF comparison, almost perfect
agreement between the two sources was found for the Promotion Rate and
Reenlistment Eligibility variables. Since monthly updates of the EMF
subsequently became available, there no longer was a need to collect this
information from the field. Therefore, the Reenlistment Eligibility question
and three questions used to compute Promotion Rate were dropped from the
Personnel File Information Form.

Procedural Changes for Batch B

The goal in Batch 9 field testing..-to improve the correspondence between
information extracted from 201 Files and that obtained from soldiers' self-
reports--was tn be accomplished by shortening the form, and by having session
administrators "walk" the soldiers through the questions, explaining whi.h
things should or should not be counted in responding ti certain items.
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For example, upon completing Head Start a soldier receives a certificate;
this is not a certificate of appreciation, commendation, or achievement and
thus should not be counted when responding to "How many certificates have you
received?" These oral instructions were expected to reduce some of the
discrepancies found in Batch A results.

To further investigate why self-report differed from file Information,
staff personnel conducted an outlier analysis by talking with individual
soldiers, trying to determine the extent to which they were counting the
items that we intended to be counted. To the extent that the soldier was
interpreting the question as we intended, we then asked for possible
explanations as to why a self-reported item was not found in the 201 File.

Results From Batch B

Tables 111.75-111,78 present Batch B comparisons of information obtained
from self-report and file extraction. As before, a greater percentage of
non-matches were found below rather than above the diagonal. That is, once
again soldiers were reporting that they had received more letters, Articles
15, and so forth, than were found in their 201 Files.

This time information as to the possible causes of the discrepancies was
available from the interviews that had been conducted as part of the outlier
comparison. The most frequently expressed explanations are presented in
Figure 111.16. Some of the reasons confirmed earlier suspicions, such as
"Counted training certificates," "Counted certificate/letter that accompanied
award," and "Recently received, paperwork riot completed." Other reasons were
unexpected, such as "Counted Levy alert" as e FLAG action; a Levy alert is
a notification of an impending transfer.

These intarviews provided much-needed information. The lesson learned
was a simple one: For the Concurrent Validation data collection the
self-report questions needed to be more detailed, and even more clearly
specified.

Revisions for Concurrent Validation

After the two field tests of the Personnel File Infoi-mation Form, three
conclusions wpre drawn. First, self-report yields the most timely data.
Second, self report yields more complete data. Finally, as mentioned above,
the questions needed to more detailed.

Acting on this knowledge, we developed a short, simple, but more
detailed records report form. The resulting Persor~nel File Information Form
(Form 7) is shown in Figure 111.17.

Form 7 is being used as a self-report instrument during Concurrent
Validation data collection, and the information obtained will be combined
with the Promotion Rate and Reenlistment Eligibility variables; obtained from
the EMF.
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Table 111.75

Comparison of Letters/Certificates Information Obtained From
Self-Report and 201 Files: Batch B

201 File

Self-Report 0 1 2 3 Total

0 38 6 0 0 44

1 14 4 0 0 18

2 13 1 1 1 16

3 7 0 1 0 8
4 4 .1 0 1 6
5 3 0 1 2 6

6 5 1 0 1 7
7 0 0 1 0 1
14 1 0 0 5
9 1 0 1, 0 2

.10 1 1 0 0 2
11 1 0 0 01
12 1 0 1 0 2
13 0 0 0 0 0

14 0 1 0 0 1

Total 92 16 6 5 119

Table 111.76

Comparison of Awards Information Obtained From
Self-Report and 201 Files: Batch B

201 File

Self-Report 0 1 2 3 Total

0 47 3 0 0 50 7

1 17 21 4 0 42
S3 8 9 1 21

3 2 1 0 1 4
Total 69 33 13 2 117
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Table 111.77

Comparison of Articles 15/FLAG Infomation Obtained From
Self-Report and 201 Files: Batch B

201 File

Self-Report 0 1 2 3 4 5 Total

0 93 1 0 0 0 0 94

1 13 1 0 0 0 0 14

2 4 2 1 0 0 0 7

3 3 0 0 0 0 0 3

4 0 0 0 0 0 0 0

5 0 0 0 0 0 1 1

Total 113 4 1 0 0 1 179

_ _Table 111.78

Comparison of M16 Qualification Information Obtained From

Self-Report and 201 Files: Batch B

201 File

Self-Report Missing MKM SPS EXP Total

Missing 14 0 0 0 14

MKM 3 8 2 0 13

SPS 6 23 14 3 46

EXP 4 14 15 13 46

Total 27 45 31 16 119
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6

Q
U

C F A
E A L L
R T A I
T R G F
I I I

L F C A C
A E I L C A
W T C E T T
A T A S I I
R E T 0 0
D R E l N N

Explanations Given For Discrepancies S S S 5 S S

* Self-report is correct * * -

* Recently reviewed, paperwork not complete * *-

s Received while at previous assignment * *

a Counted training certificates

s Counted certificate/letter that accompanied award *

e Counted promotions *

* Company level *

e Didn't understand difference (e.g., between *

Articles 15 and FLAG actions)

e Has been removed * *

@ Counted Levy alert *

* Not worth any points * *

e Never forwarded to file * *

* Outdated Information *

a Knows of discrepancy and trying to correct it

* Might be in restricted file

a What do you mian it's not there? *

Figure 111.16. Re ,-2ts of outlier comparison from Self-Report information.
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NAMS PERSONNEL FILE INFORMATION
LAt L(Formn 7)

SOCIL 19CUITY UIVNT ATEMARKING INSTRUCTIONS

*Use only a No. 2 black load pencil.

Ii _~ ~ MARK in the circle that corresponds to your ansawor.
1* 0ONV 000 *0 010 Reasdo naoh quetocrfuy.ke an stAVY niLACK

4 D60 Dd CORNNCT MARK WCOIRRICT MARKS
I (DOOGNSTO 0000 V0t

1. Maerk the ciftlefs) corresponding to the awards and decorations lsated below
-that you have received. If you have received any not listed below, use the

spagais) to the right of Other to write In the name(s) of the award(s) or
decoration~il and then mark %he clrcle(s).
0 Air AUSWIautldge Ext:;iiomve Ordrance Cisoosal Badge

0 Akraf crmrran adg 0Cooed Conduct Medal
0 Armvv Acnievement Medal C Nudoa Reactor Opmerator ladge
0 Army Cormaendation Medal (Valor or Ma~tS 0 Paachutat ledge
O Comwt Fied Medit:i Sadg 0 Pthfinder Badge
CO Ccrnat kInfariv Bsaco O Purcle Meart
0 Dy..r 6 Ahog Olanoer Tab_ _________

* 0 Qn'er amd Mechanic Badge
O: fixaer *laid Madicl BeogegC Othe~r: ___________________
0U'wzsr tntanwv Badge Cte _________________

(: Other ___________ ___

For the next two questions, meek the circle corresponding to the number of Letters
and Certifi,:atts of Appreciation, Commendation, Achievement that you have received.
0O NOT c.:umt Letters or Certificates received for.

* 0 Consplation of Ail.
*Completion of any training courses taken after AlT.
*Cc-ninIetion of Head Start.
*An.,ouriconient of a promotion.

* S Aainouncernant of an award or decoration.

2I How niany Lotters of Approciat~cn, Commendation. Achievement have you received?

C 03
00. 4 a mioreA

3. How m~nyv Certificates of Appreciation, Coriiniandotlon, Achievemenet have you reccived? 0

Fiue111.17. Self-Report Form fo 11i onurntVldain19aeI5f2

#4**1119 6j* 4W ~ ' ~ ~



I

1 4. What was your last Physical Readiness Teat Score? (Scores range from 0-300)

<101
] ®C.

S. What was your last MIS Qualification?

'O.1.IrKMln IMK,. 0 Sharshooter (SPS) 0 Fxprt (EXP)-J .
6. If you have taken a Skill Qualification Test (SCIT). what was your most recent

scorn (SOT scores range from 0-100).

*1 a T. i-n1 bone.&.

_J( (D•40,~

7. How nu;my Articlas 15 have you received?

"" 03
0.' or ni)fe

8. How ;T.Dfny FLAG Actions have you roceived? DO NOT count a LEVY ALERT as a FLAG Action.

03
_j " O.4ovmr

Figure 11.17. Self-Report Form for use in the Concurrent Validation. (Page 2 of 2)
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Section 16

FIELD TEST RESULTS: CRITERION INTERRELATIONSHIPS1

Up to this point we have considered the criterion field test results in
terms of the Item/scale characteristics and reliabilities of each measure.
This view is consistent with the principal objective of the field tests which
was to provide the information necessary for revising each measure as
appropriate for the Concurrent Validation. The covariances among the
measures were not a primary concern at this stage, since the field test
samples were not large and questions of latent structure and criterion
combination could be handled better with the larger samples from the
Concurrent Validation.

However, knowledge of the intercorrelations is useful for uncovering
potentially aberrant characteristics of the measures .and for formulating
analytic questions to ask of the concurrent sample data. Consequently, a
selected set of intercorrelation matrixes is presented below.

Representative Criterion Intercorrelatlons

Some might accuse Project A of collecting a bit too much data. Such an
accusation becomes credible when the intent is to calculate an intercorrela-
tion matrix among the principal criterion measures. The list is long or
short depending on how much aggregation one is willing to tolerate. If the
supervisor, peer, and self ratings for all rating scales are counted, along
with hands-on and knowledge test scores for each of the 30 tasks, the total
number of criterion variables adds up to about 1,600. That is a few too many
to interpret at a glance, without further reduction.

One strategy that could be used is cluster or factor analysis. However,
rather than use empirical methods with such relatively small samples, we
will delay these analyses until the concurrent data are available.

Instead, we reduced the number of variables to a much smaller nimber, by
limiting the list to ratings obtained only from supervisors and peers, and by
averaging across the 11 Army-wide scales, the 14 common task scales, the MOS
task scales, and the MOS-specific BARS. For the job knowledge tests, scores
were totaled for the 15 tasks measured hands-on and separately for the 15
tasks not measured hands-on.

After all this was done, the variable list was reduced to 16. The
resulting matrixes are shown in Tabl 111.79 for the nine MOS.

IThis section is a revision and expansion of materials in the paper,
Criterion Reduction and Combination Via a Participative Decision-Making
Panel, by John P. Campbell and James H. Harris, in the ARI Research lote in
preparation which supplements this Annual Report.
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Table 111.79

Intercorrelatlon Matrixes for 16 Criterion Measures Obtained
During Criterion Field Tests, by MOS

A. Cannon Crewman (138)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Hands-On Test
1 Total Score

Task Performance Ratin9
2 Avg. HO Task Rating: Supv. 34
3 Avg. HO Task Rating: Peer 47 46

Knowl edge Test
4 All KU Tasks 41 24 18

5 All Non-HO Tasks 21 24 06 76

T~raining TesIt
6 Total Score 20 13 16 59 57

AW BARS
7 7,vg,5.atlng: Supv. 25 59 34 28 26 21
8 Avg. Rating: Peer 29 48 54 30 24 25 64

AW Rt~inq
9 veral erf.: Supv; 19 53 26 28 27 24 77 48

10 Overall Perf.: Peer 24 41 58 29 21 26 49 73 63

11 NCO Potential: Supv. 34 47 31 27 20 13 65 44 49 34
12 NCO Potential: Peer 28 38 50 24 16 16 54 71 43 68 46

MOS BARS
13 Avg. Rating: Supv. 38 63 39 35 30 26 72 48 57 45 65 45
14 Avg. Rating: Peer 35 53 68 27 17 26 52 74 36 65 44 61 62

AW Common Task Rating
15 Avg. Ri srupv. 23 51 41 26 28 20 65 44 60 38 46 37 72 53
16 Avg. Ratinq: Peer 17 36 67 26 02 30 03 62 27 59 21 44 29 65 36

(Continued)

*Code: AW Army-Wide
BARS Behaviorally Anchored Rating Scale
HO Hands-On

4:.;
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Tabit 111.79 (Continued)
Intercorrelation Matrixes for 16 Criterion Measures Obtained

During Criterion Field Tests, by NOS
B. Motor Transport Operator (MOS 64C)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Handl-On Test
I Total score

Task Pe,; foronce Ratin
2 AVg.Hrask RatingifSpv* 32
3 Avg. HO Task Rating: Peer 22 70

Knowl edge Test4 T l HO Tasks 5t 23 10

5 All Non-HO Tasks 35 33 14 65

Trani Test
6 Tt score 31 23 01 58 74

AW BARS
7 Xv-g.Rating: Supv. 22 67 55 17 21 21
8 Avg. Rating: Peer 19 60 61 17 22 16 78

AW Rating
9 Overall Pi rf.: Supv. 19 65 47 13 13 15 23 68

10 Overall Perf.: Peer 11 59 63 20 1S 14 72 79 57

11 NCO Potential: Supv. 22 56 44 14 20 28 78 60 78 50
12 NCO Potential: Peer 06 39 50 05 10 05 67 77 57 73 54

MOS BARS
13 Avg. Rating: Supv. 22 25 13 23 24 13 25 21 20 22 23 14
14 Avg. Rating: Peer 08 56 68 20 28 20 56 72 47 67 42 53 25

AW Common Task Rating
15 Avg. Rating Siupvv 27 69 48 25 19 20 67 59 58 52 56 50 24 48
16 Avg. Rating: Peer 20 40 51 12 13 06 42 55 39 58 37 55 23 51 57

(Continued)
*Code: AW Army-Wide

BARS Behaviorally Anchored Rating Scale
HO Hands-On
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Table II.79 (Continued)

Intercorrelation Matrixes for 16 Criterion Measures Obtain-ad
During Criterion Field Tests, by MOS

C. Administrative Specialist (MOS 71L)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

"Hand-On Test1 Total score

Task Performance Ratipn
2 Avg. HO Task Rating: Supv. 23
3 Avg. HO Task Rating: Peer '16 77

Knweg Test
4 A11 HO Taks k$6 12 02
5 All Non-HO Tasks 43 08 05 68

Training Test
6 Totel Score 54 22 23 63 51

AW BARS
7 Avg. Ra•ting: Supv. 24 54 36 19 23 24
8 Avg. Rating: Peer 10 50 40 04. 06 14 80

AN Rating

9 Overall Perf.: Supv. 33 49 23 19 20 25 69 64
10 Overall Perf.: Peer 17 35 48 13 22 18 67 78 60

11 NCO Potential: Supv. 24 45 20 07 17 22 64 52 62 37
12 NCO Potential: Peer 13 35 41 06 15 20 68 76 41 28 40

MOS BARS
13 r?_g.Rating: Supv. 23 60 39 15 10 24 68 48 60 26 54 17
14 Avg. Rating: Peer 23 55 57 09 14 24 62 60 56 37 51 38 78

AW Common Task Rat!ng
15 Avg. Rating: S0up8v'. 0 41 25 02 03 06 49 26 46 23 33 13 60 13
16 Avg. Rating: Peer 30 .90 07 21 24 29 46 37 46 24 49 18 38 10 59

(Continued)
*Code: AW Army-Wide

BARS Behavlorally Anchored Rating Scale
HO Hands-On
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Table 111.79 (Continued)

Intercorrelation Matrixes for 16 Criterior Measures Obtained
During Criterion Field Tests, by MOS
0. Military Police (958)

MEASURE* 1 2 3 '4 5 6 7 8 9 10 11 12 13 14 15 16

', Hand~s-Om Test

1 Total Score

Task Performance Ratina
2 Avg. HO.Task Rating: Supv. 27
3 Avg. HO Task Rating: Peer 31 65

K nowl edge Test
4 llMT 11 17 14
5 All Non-HO Tasks 21 15 08 60

Training Test
6 Total Score 11 0. 10 43 56

AW BARS
7 Avg. R-ting: supv. 26 68 53 23 25 22
8 Avg. Rating: Peer 35 56 70 09 17 21 76

AW Rati ng9 Overall Perf.: Supv. 33 65 45 17 24 17 83 66

10 Overall Perf.: Peer 28 57 70 13 15 15 70 84 64

11 NCO Potential: Supv. 28 64 49 18 19 21 73 59 77 56
12 NCO Potential: Peer 28 67 67 13 18 27 67 84 57 82 54

MOS BARS
13 Avg. Rating: Supv. 23 79 58 16 I 12 75 65 75 59 70 57
14 Avg. Rating: Peer 31 61 79 OR 07 19 60 85 56 77 53 75 72

AW Conmmon Task 4 585 57

15 Avg. Rating: Supv. 40 69 59 18 1B 20 59 50 62 53 62 47 65 52
16 Avg. Rating: Peer 40 52 78 03 03 07 45 68 43 67 37 63 46 66 65

(Conti nued)
*Code: AW Army-Wide

BARS Behaviorally Anchored Rating Scale
HO Hands-On

1.,
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Table 111.79 (Continued)

Intertorrelation Matrixes for 16 Criterion Measures Obtained
During Criterion Fieid Tests, by MO0
E. Infantryman (MO0 11B)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Hands-On Test
1 Tot'al Score

Task Performance Rtipng
2 Avg. HO Task Rating: Supv. 46
3 Avg. HO Task Rating: Peer 38 61

Knowledge Test
4 All HU Tasks 55 39 30
5 All Non-HO Tasks 41 29 28 78

Training Test
6 Total Store 40 34 31 70 71

AW BARS
7 'g7-7-ttng: Supv. 35 67 44 28 ?2 23
8 Avg. Rating: Peer 37 56 58 23 26 26 79

AW Ratina
9 Overall Perf.: Supv. 29 61 40 24 21 12 81 63

10 Qverall Perf.: Peer 34 52 51 22 25 25 65 86 56

11 NCO Potentfal: Supv. 29 56 34 25 20 16 83 60 76 56
32- NCO Potential: Peer 41 43 47 29 31 27 62 85 47 76 4.

MOS BARS
13 Avg. Rating: Supv. 41' 76 53 31 25 21. 84 69 77 62 73 S5
14 Avg. Rating: Peer 40 55 69 22 24 24 60 04 55 79 50 71 70

AW Comnon Task Rating
15 Avg. Rattng:SIIpv. 39 74 48 31 22 17 72 61 67 54 62 48 83 61
16 Avg. Rating: Peer 43 56 68 32 33 30 59 77 54 71 44 65 63 82 68

(Continued)
*Code! AW Army-Wide

3ARS Behaviorally Anchored Ratnng Scale
HO Hands-On
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Table 111.79 (CoNtinued)

Intercorrelation Matrixes for 16 Criterion Measures Obtained

During Criterion Field Tests, by MOS

F. Armor Crewman (MOS 19E)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Hands-On Test
1 Total Score

Task Performance Ratinj
2 Avg.,MO Task Rating Supv. 09
3 Avg. HO Task Rating: Peer 10 50

Knowledge Test I
4 All HU Tasks 39 19 16

5 All Non-HO Tasks 32 13 07 74

Training Test
6 Total Score 25 22 13 58 64

AW BARS
7. Avg. RaItng: Supv. 15 52 39 05 07 15
B Avg. Rating: Peer 15 25 53 07 06 21 66

AW Rating

9 Overall Perf.: Supv. 12 43 33 15 15 20 82 53
10 Overall Perf., Peer 13 28 51 17 12 27 50 82 42

11 NCO Potential: Supv. 18 46 36 08 09 17 77 54 66 43
12 NCO Potential: Peer 25 32 46 15 10 24 57 79 44 72 50

MOS BARS
13 Wgitng: Supv. 14 70 50 27 22 30 69 40 60 37 60 42.,
14 Avg. Rating: Peer 12 30 62 24 14 21 41 65 42 64 36 58 59

AW Common Task Ratinr
15 Avg. Rating: Sup'. 20 50 38 20 20 16 52 27 50 31 37 26 54 33
16 Avg. Rating: Peer 15 34 63 25 14 22 35 63 38 54 26 46 42 64 51

(Continued)
tode: AW Army-Wide

BARS Behaviorally Anchored Rating Scale
HO Hands-On
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Table 111.79 (Continued)

Intercorrellation l4Ltrixes for 16 Criterion Measures Obtained
During Critorion Field Tests, by MOS
G. Radio Teletype Operator (tIOS 31C)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

HaniOn Test
I Total Score

TaskPerformianceRating~i
2 Av _akRtiý: uv 17
3 Avg: HO Task Rating: Peer 18 71

KnowedgeTest
4 All HO Tasks 37 21 20
5 All Non-HO Tasks 35 18 22 68

TriigTest
6 TotV sor 26 21 23 50 40

AW BARS
7 Avg. Rating: Supv. 08 59 46 15 13 13
B Avg. Rating: Peer 08 42 62 17 23 21 68

9 UW77TP7erf .: Supv. 11 64 51 11 15 15 91 61
10 Overall Perf.: Peer -01 47 61 14 17 17 58 83 54

11 NCO Potential: Supv. 19 59 44 26 21 19 83 56 80 48
12 NCO Potential: Peer 20 42 61 19 28 24 59 81 57 71 60

MOS BARS
13 Avg. Rating: Supv. 10 70 59 23 13 26 75 55 75 55 61 50
14 Avg. Rating: Peer 08 49 74 11 16 21 56 82 52 75 44 64 66

AW Commnon Task Rating
15 Avg. Rating: Supv. 12 48 39 07 08 14 51 26 52 30 46 34 49 33
16 Avg. Rating: Peer 03 33 54 02 11 03 32 53 37 50 31 49 25 43 23

(Conti nued)

fCode: AW Army-Wide
BARS Behaviorally Anchored Rating Sca~le
HO Hands-On
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Table 111.79 (Continued)

Intercorrelatiow, Matrixps for 16 Criterion Measures Obtained
During Criterion Field Tests, by HOS

H. Light-Wheel Vehicle Mechanic (NOS 63B)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Hands-On Test
1 Total Score

Task Performance Rating
2 Avg. HO Task Rating: Supv. 18
3 Avg. HO Task Rating: Peer 12 59

Knowledge Test
4 Al HO 'asks 31 08 '3
5 All Non-HO Tasks 32 15 28 66

Training Test
6 Total Score 37 22 .19 52 61t

AW BARS
7 Avg. Wating: Supv. 19 71 57 15 18 16
8 Avg. Rating: Peer 15 49 66 26 30 15 73

SA Ratinq
9 Overall Perf.: Supv. 24 71 58 16 22 23 85 65

10 Overall Perf.: Peer 18 49 52 25 22 10 65 81 60

11 NCO Potential: Supv. 11 60 51 06 10 12 78 54 67 57
12 NCO Potential: Peer 16 56 54 21 23 12 66 81 63 80 56

MOS BARS
13 Avg. Rating: Supv. 20 80 61 14 16 24 90 68 81 60 72 63
14 Avg. Rating: Peer 21 64 72 24 26 25 69 70 70 65 54 65 77

AW Cormon Task Rating
15 Avg. Rating: Supv. 07 59 46 06 23 13 62 51 F3 59 54 57 b6 63
16 Avg. Rating: Peer -03 36 46 18 35 26 43 57 39 49 31 46 43 48 63

(Continued)
* Code: AW Army-Wide

BARS Behaviorally Anchored Rating Scale
HO Hands-On .
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Table 111.79 (Continued)

Intercorrelation Matrixes for 16 Criterion Measures Obtained
During Criterion Field Tests, by MOS

I. Medical Specialist (NOS 91A)

MEASURE* 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Hands-On Test
1 Total Score

Task Performance Rating
2 Avg. HU Task Rating: Supv. 16
3 Avg. HO Task Rating: Peer 19 GI

Knowledge Test
4 Al H Tasks 21 00 03
5 All Non-HO Tasks 21 04 05 61

?,raininTest
6 T-ota Sicore 07 -07 -08 39 31

AW BARS
7 AMv-g ating: Supv. 12 59 44 09 14 04
8 Avg. Rating: Peer 13 42 50 09 09 07 79

j AW Rating

9 Overall Perf.: Supv. 14 49 35 13 16 11 89 67
"10 Overall Perf.: Peer 13 39 45 09 05 23 70 89 62

11 NCO Potential: Supv. 13 51 42 10 17 01 81 62 82 57
12 NCO Potential: Peer 15 38 48 09 10 17 64 81 58 75 58

MOS BARS
13 Avg. Rating: Supv. 14 61 50 11 20 13 78 67 68 63 59 57
14 Avg. Rating: Peer 12 39 64 08 05 15 61 80 50 77 43 68 68

AW Common Task Rating
15 Avg. Rating: Supv. 13 55 27 05 19 -10 62 42 54 43 50 32 60 38
16 Avg. Rating: Peer 20 43 48 02 14 -01 45 54 35 54 30 50 50 64 54

(Continued)
*Code: AW Army-Wide

BARS Behaviorally Anchored Rating Scale
HO Hands-On
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These matrixes illustrate some basic truths. First, the methods cor-
relate more hiShly within themselves than they do across measures. If orne
were to examine a multimethod (hands-on, knowledge tests, ratings), multi-
trait (the 15 tasks) matrix and submit it to a factor analysis, the factors
would most likely be eefined by methods rather than job tasks. This is not
unlike what happens when 'Individual assessment center measures are factored.
Factors tend to be defined by the particular exercise or test rather than the
trait (Sackett & Dreher, 1982).

However, two points are crucial. Although the variables of task pro-
ficiency, Job knowledge, and general soldiering performance &re certainly not
independent, they are als. far from being identical in spite of the influence
of method variance. Also, one of the great unanswered questions in applied
psychology remains: Is what we refer to as method variance (e.g., halo) in
ratings, paper-and-pencil knowledge tests, or job sample tests really rele-
vant and valid, or is it simply noise? It is not necessarily error, but may
indeed reflect individual differences in performance that are quite relevant.

True Score Relationships

The intercorrelations in the previous table are between uncorrected

scores on each variable. To get closer to the "truth" about the criterion
space, the iltercorrelations were corrected for attenuation, which yielded an
estimate of the true score intercorrelatlon matrix. As illustrations,
matrixes for MOS 118 and MOS 71L are shown in Tables 111.80 and III.M.

These correlations were computed on the assumption that the most
accurate portrayal of the structure of the criterion space is provided by the
interrelationships among the true scores. Estimating true score correlations
by correcting for attenuation is a dangerous business that must be carefully
done. The reliabilities that were used for Tables 111.00 and 111.81 are
conservative In that they do not include all the sources of error that might
account for unreliability. For example, variability across testing occasions
is not counted here but it might in fact serve to lower the correlations
between pairs of variables (e.g., hands-on and knowledge tests). Also, to
give more stability to the estimates the adjusted correlations for supervisor
and peer ratings were simply averaged.

Looking at the true score intercorrelations, it seems reasonable to
conclude that the hands-on measures and the knowledge tests designed to be
parallel to then share a siignificant proportion of their variance. The
Army-wide rating measures of general soldier performance are by no means
independent of the job sample measures, but they have less in comnmon with job
samples than do the knowledge tests.

One large difference between Tables 111.80 and 1II.Pl is in the lower
correlations for iOS 711 between the ratings and the other variables,
particularly the ratings of specific task performance. However, Adminis-
trative Specialists tend to work more in isolation than other tI OS and are nut
observed as closely. It all seems to make reasonable sense.
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Table 111.80

Intercorrelatlons Among Selected Criterion Measures for
Infantryman (MOS 11B)a

Measure i 2 3 4 5

1 Total Score on all HO Tasks ( ) .67 .86 .60 .57

2 Avg. of 15 HO task ratings (Supv. + Peer)b .41 ( ) .44 .39 .73

3 Total score on Job Knowledge Test .55 .35 ( ) .80 .31

4 Total score on Training Knowledge Test .40 .33 .70 ( ) .25

5 AW BARS - Overall Effectiveness (Supv. + Peer) .32 .51 .23 .19

a Correlations corrected for attenuation are above the diagonal.
b The corresponding correlations for supervisory ratings and peer ratings

were averaged. V

Table 111.81

Intercorrelattons Among Selected Criterion Measures for
Administrative Specialist (MOS 71L)a

Measure 1 2 3 4 5

1 Total Score on all HO Tasks .) .28 .76 .73 .35

2 Avg. of 15 HO task ratings (Supv. + Peer)b .20 ( ) .10 .29 .51

3 Total score on Job Knowledge Test .52 .07 ( ) .82 .22

4 Total score on Training Knowledge Test .54 .23 .63 C ) .27

5 AW BARS - Overall Effectiveness (Supv. + Peer) .25 .39 .16 .22 ( )

a Correlations corrected for attenuation are above the diagonal.
b The corresponding correlations for supervisory ratings and peer

ratings were averaged.
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Summary

In general, the covariance among criteria did not reveal any fatal flaws
in the array of measures constructed to cover the domain of job performance.
While there is considerable method variance among the ratings, there is also
a positive manifold in the matrixes, which suggests that there is indeed a
latent structure to be investigated. Performance is certainly not one thing
and the pattern of correlations is conceptually sensible. It whets the appe-
tite for a more systematic investigation of the latent structure of Job per-
formance. Some specu 'lIons about that structure are summarized in the
following subsection.

A Plausible Model

Even though the major data collections and analyses are yet to come, a
great deal has been learned to date about the domain of first-tour enlisted
performance. The total domain was described via two major collections of
critical incidents, systematic examination of all available job survey data,
review of all job specification documentation, careful analysis of AIT
Programs of Instruction, and multiple reviews and elaborations by many panels
of expert Judges. Subsequent to the job and task descriptions, multiple
methods of performance measurement were developed, pilot tested, revised,
field tested, revised, reviewed, and revised again.

As a consequence,.we have formed some further ideas of how the latent
structure of job performance might look when cast against our operational
measures. This model is not meant to be definitive or even based on the most
relevant data (e.g., the covariances to be obtained in the Concurrent Valida-
tion). Rather it is meant to be consistent with what we know so far and to
illustrate the kind of job performance framework toward which we are working.

As a first attempt at portraying the latent structure, suppose we sug-
gest that the enlisted performance domain is made up of the following general
factors:

(1) Maintaining and upgrading current job knowledge (including common
tasks). A legitimate question here might be why the mere possession of job
knowledge should be a factor in the performance domain. However, if a major
goal of the Army is to be ready to enter a ccnflict on short notice, then
possessing a high degree oaf--current knowledge is performance. Having the
proper information and being able to use it (7actor 2) are not the same
thing. However, neither are they independent. Consequently, our model must
stipulate that these first two factors are significantly correlated and the
relationship stems both from sharing common requirements (e.g., general
cognitive ability) and from Factor I being, in part, a "cause" of performance
differences on Factor 2.

(2) Having technical proficiencX on the rimary job tasks. This factor
refers to being able to perform on the technical content, be it complicated
or simple. Technical is defined broadly but not so broadly as to include
leadership or other interpersonal interaction task requirements. Within this
construct the content of the tasks may vary considerably and rely on very
different abilities (e.g., playing a musical instrument vs. repairing a truck
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generator). For most jobs it might also be possible to think of two such
general factors, executing "standard" procedures and troubleshooting special
problems.

(3) Exhibiting peer leadership and support. Enlisted personnel often
have the opportunity to teach, support, or provide leadership for their
peers. This factor refers to the frequency and proficiency with which people
do that when the occasion arises. It would also be reasonable to think of
this factor as composed of the four subgeneral factors that have been found
in leadership research (e.g., Bowers & Seashore, 1966): goal setting,
facilitating goal attainment, one-on-one individual support, and facilitating
group morale.

(4) Demonstrating commitment to Army regulations and traditions.
Performance on this factor refers to maintaining living quarters and equip-
ment, and maintaining a high level of physical fitness and appropriate
military appearance. This factor is perhaps a bit more tenuous than the
others. Defining it this way assumes that all of the different elements will
covary to a high degree.

(5) Continuing to perform under adverse conditions. This factor would
share many components in common with the previous three and thus should not
be orthogonal. However, the act of carrying out job assignments when wet,
tired, or in danger is viewed as a very important and distinct aspect of
performance.

(6) Avoiding serious disciplinary problems. Incurring disciplinary
actions because of problems with drugs, alcohol, neglect of duty, or serious
interpersonal conflict represents a great cost to the Army. Successfully
avoiding these costs is viewed as an important factor in overall performance.

Standing in a direct causal relation to the performance factors are
knowledges and skills learned dut ng training, abilities and other individual
characteristics present at the time of hire, and the choice to perform, which
is supposedly under motivational control. For our purposes here, the causal
latent variables of most concern are the knowledges, skills, and motivational
predispositions acquired during training. Consequently, we might posit that
there are three major training performance factors in the latent structure:

0 Hands-on task proficiency.
* General job knowledge.
0 Exhibition of good soldiering skills and discipline.

A very rough schematic that portrays these latent variables and lists
the observable measures of these variables that we have available in Project
A is shown in Figure 111.18. The arrows between latent variables and opera-
tional measures indicate an expected correlation; the expected size of the
correlation is not indicated. Arrows between latent variables indicate a
hypothesized caus-alT relation.

Several points can be made about this picture. First, the principal
data upon which the list of latent constructs is based are the results of the
critical incident workshops conducted during the development of the
behaviorally anchored ratings scales, We have not yet had the opportunity to
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examine the factor structure of the hands-on measures or knowledge tests, or
even to look comprehensively at the factor structure of all the rating
scales. These analyses really must wait until larger sample sizes are avail-
able with the revised measures.

Second, the manifest job performance variables are by no means "pure"
measures of the latent constructs. For example, Factor 2 would seem to
underlie virtually all of the observable measures. By contrast, the "avoid-
ance of disciplinary problems"' should influence only som1e of the Army-wide
BARS scales, NCO potet.,ial, attrition, and perhaps expected combat perfor-
mance. However, in gereral, most of the observable variables are probably
multiply determined.

Third, the above reasoning suggests that if the operational criteria
share so many common determinants, they probably should not receive grossly
differential weights when combined into composites for the purpose of test
validation.

Fourth, differential prediction of job performance across jobs must come
from different requirements for success on Factors I and 2 (e.g., psychomotor
abilities vs. verbal ability). To a certain extent it could also result from
a greater weight being given in some MOS to peer leadership and performance
under adverse conditions.

Fifth, limiting measures of training success to paper-and-pencil tests
of knowledges mastered is probably not sufficient. To more completely deter-
mine the relationship of training performance, additional measures would be
required.

Sixth, the causal relations among the individual differences present at
the time of entry, the latent variables making up training performance, the
latent variables that constitute Job performance, and.the operational crite-
rion measures can be described with brilliant understatement by saying that
they are complex. As part of that complexity iL seems reasonable to assert
that:

0 Among the latent variables describing training performance, hands-
on proficiency and content knowledge are most likely more highly
related to each other than either is to soldiering skills and
discipline. Further, content knowledge stands in at least a
partial causal relation to hands-on proficiency.

0 Among the latent variables describing Job performance, Job knowl-
edge would seem to come first in the causal chain since it at least
partially determines technical proficiency. However, both these
factors most likely cause at least some of the individual dif-
ferences in peer leadership performance. A causal relation between
technical proficiency and either commitment to regulations/tradi-
tions or avoiding disciplinary problems does not seem so likely.
However, some may wonder whether commitment to regulations/
traditions and avoidance of disciplinary problems are bipolar.
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If the first two factors were measured with high construct
validity, Factor 1 (current job knowledge) should have a direct
effect only on Job knowledge tests. Job knowledge should create
differences on other operational measures only through its
influence on technical proficiency. Consequently, if technical
proficiency could be held constant, the observed correlations
between job knowledge tests and all other variables should be
reduced to zero.

* Since peer leadership and support was given a broad definition (in
terms of leadership theory), greater knowledge, higher technical
skill, higher commitment, demonstrated performance under stress,
and an exemplary record would all "cause" an individual to exhibit
more effective peer leadership.

I As somewhat of a contrast, performance under adverse conditions is
conceptualized as a dispositional variable. Consequently it would
be under motivational control and not a function of knowledge or
ability.

The reader should keep firmly in mind that the above comments are still
speculative. Such a model of performance will go through many iterations
before Project A is finished. However, the first major empirical specifica-
tions will be based on the Concurrent Validation, which began in FY85 and
which will be analyzed in FY86. The concluding sections of this report (Part
IV) briefly outline the data collection procedure and the analysis plan for
this data set.

Y.-
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PART IV

CONCURRENT VALIDATION

Included in Part IV are a listing of the predictor and
criterion arrays used in the Concurrent Validation, a descrip-
tion of the samples, a brief summary of the procedures used
for data collection, and an outline of the analyses that will
be carried out. The data collection itself and the basic data
analyses will be completed during FY86.
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Section 1

CONCURRENT VALIDATION: PREDICTOR AND CRITERION VARIABLES 1

Parts II and III of this report have described the development and field
testing of the predictor tests and performance measures to be used in the
Concurrent Validation phase of Project A. The predictors were common across
all jobs, but not all of the performance measures were used with every M4OS in
the total Concurrent Validation sample.

The nomenclature for 11OS groupings also changed slightly for -the Con-
current Validation phase. Batch A and Batch B MOS are now known collectively
as Batch A; they are the nine MOS that were used in the criterion field
tests, The remaining 10 MOS are still designated as Batch Z. Batch A and
latch Z MOS are listed in Table IV.l.

Table IV.1

Project A MOS Used in the Concurrent Validation Phase

Batch A Batch Z

113 Infantryman 120 Combat Engineer
13B Cannon Crewman 16S MANPADS Crewman
19E Armor Crewman 27E TOW/Dragon Repairer
31C Radio Teletyp e Operator 51B Carpentry/Masonry Specialist
638 Light-Wheel Vehicle Mechanic 54E Chemical Operations Specialist
64C Motor transport Operator 55B Ammunition Specialist
71L Administrative Specialist 67N Utility Helicopter Repairer
91A Medical Specialist 76W Petroleum Supply Specialist
953 Military Police 76Y Unit Supply Specialist

940 Food service Specialist

While the same prdictor battery was used for each HOS, the criterion
measures used for Bitch A HlOS were different than those used for MOS in latch
Z. The major di.-tinction is that the MOS.-specific Job performance and job
knowledge measures developed for the Batch A MOS were not prepared for the 10
MOS in natch Z. For these jobs only the Army-wide mcasures and the training
achievement tests wer, available.

The complete array oF predictors in the Trial Battery is listed in Table
IV.2. The list of criteria for Batch A and Batch Z are shown in Table IV.3.

1Part IV is based in part on a paper, Criterion Reduction and Combination
Via a Participative Decision-Making Panel, by John •p. Campbell and Jame
I ar-Fi's, in the ARI Research Not. in preparation, which supplements this
Annual Report.
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Table IV.2

Sumary of Predictor Measures Used In Concurrent Validation:
The Trial Battery

NAM Number of Items

COGNITIVE PAPER-AND-PENCIL TESTS

Reasoning Teat.(Induction - Figural Reasoning) 30

Object Rotation Test (Spatial Visualization - Rotation) 90

Orientation Test (Spatial Orientation) 24

Maze Test (Spatial Visualization . Scanning) 24

Map Test (Spatial Orientation) 20

Assembling Objects Test (Spatial Visualization - .32
Rotation)

COMPUTER-ADMINISTERED TESTS

Simple Reaction Time (Processing efficiency) 15

Choice Reaction Time (Processing efficiency) 30

Memory Test (Short-term memory) 36

Target Tracking Test I (Psychomotor precision) 18

Perceptual Speed and Accuracy Test (Perceptual 36
speed and accuracy)

Target Tracking Test 2 (Two..hand coordination) is

Number Memory Test (Number operatilns) 28

Cannon Shoot Test (Movement Judgment) 36

Identification Test (Perceptual speed and accuracy) 36

Target Shoot Test (Psychomotor precision) 30

NON-COGNITIVE PAPER-AND-PENCIL INVENTORIES

Assessment of Background and Life Experiences (ABLE) 209

Adjustment
nependabilityAchevement
Physical Condition

Leadership
Locus of Control
Agreeableness/Likeabl ity

Army Vocational Interest Career Examination (AVOICE) 176

Realistic Interests
Conventional Interests
Social Interests
Enterprising Interests
Artistic Interests
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Table IV.3

Summary of Criterion Measures Used in Batch A and Batch Z
Concurrent Validation Samples

Perforoance Measures- Coosson to Batch A and latch Z

o Army-Wide Rating Scales (all obtained from both supervisors and
peers).

- Ten behaviorally anchored rating scales (BARS)
designed to measure factors of non-Job-specific
performance.

- Single scale rating of overall effectiveness.

& Single scale rating of MCO potential.

a combat prediction scale containing 41 items.

a Paper-and-Pencil Test of Training Achievement developed for each
of the 19 MOS (130-210 items each).

a Personnel File Information form developed to gather objective
archival records data (awards and letters, rifle marksmanship
scores, physical training scores, etc.).

PerforMnce Measures for batch A On1X

a Job Sample (Hands-On) teots of MOS-petcific task proficiency,

- Individual is tested on each of 15 major Job tasks in
an M10S.

Paper-and-pencil job knowledge tests designed to measure
task-specific Job knowledge.

- Individual is scored on 150 to 200 multiple-choice
ItemI representing 30 major 1ob tasks. Ten to 15 of
the tasks were also measured hands-on.

e Rating scale measures of specific task performance on the 15
tasks also measured with the knowledge tests. Most of the rated
tasks were also included In the hands-on measures.

I MOS-specific behaviorally anchored rating scales (OARS). From 6
to 10 BARS were developed for each MOS to represent the major
factors that constitute job-specific technical and task
proficiency.

Performance veasurls for 5atch o quIv

a Army-Wide Rating Scales (all obtained from both supervisors and
peers).

- Ratlngs of performance on 11 common tasks (e.g., basic
first aid).

. S!n It scale rating on performance of specific job
duties.

Auailiarl Measures Included In Criterion Battory

e A Joh History Questionnaire which asks for information abnut
frequen,!y and recnrcy of performance of the MOS-specific tasks.

* Nork Questionnaire - a 44-item questionnaire scored on 14
dimqnsions descriptive of the Job environment.

e Mnasurenent Method Rating uhtalned from all participants at the
end of the final testing session.

IV-4



Section 2

CONCURRENT VALIDATION: SAMPLES AND PROCEDURES

The original Project A Research Plan specified , Concurrent Validation
target sample size of 600-700 job incumbents for each of the 19 MOS, and a
tentative starting date of I May 1985, using procedures that had been tried
out and refined during the predictor and criterion field tests. The Research
Plan specified 13 data collection sites In the United States (COHIUS) and two
in Europe (USAREUR). The number of sites was the maximum that could be
visited within the project's budget constraints, which dictated that sites
should be chosen to maximize the probability of obtaining the required sample
sizes.

The data collection actually began 10 June 1905 and was not yet
concluded by the end of FY85 (30 Septemhae 1985). The projected schedule, by
site, is shown in Figure IV.l. Although the starting date shifted slightly,
it was still within the permissible "window" that would maintain the
project's original schedule.

The data were collected by on-site teams made up of project staff. Each
square In Figure IV.l represents I week of one team's time. For exampli,
during the week of 7 July seven teams were operating, one at each of seven
posts.

Fort Lewis 10 .1,un - Is Jul Fort Kox, 11 Aug - 13 Sep
Fort manning 17 Jun - 21 Jul Fort Sill 3 Sep • 4 Oct
Fort Riley I Jul . 0 Aug Fort Campbell 3 Sep. 14 Oct
Fort Caison II Jul * 23 Aug Fort Polk 30 Sep. 13 Nov
Fort Hood I Jul - 27 Auig Fort Bliss 1 O1. ,11 Oct
Fort Stewart 12 Jul - 30 Aug Fort Ord 7 Oct - 15 Now
Fort Bragg 1 Aug - 13 Sep USAREUR 12 JIh! - Oa Ot

12 Jul- 9 Aug
20 Sep - 18 Oct

O00 r)0 El 030 E- 0
00 0011 El 0L30 030 E 0 010

NODATA 0000 O0LJQ 00000 00
COLLECTION r- 0 0CJ 0 13 0j 0 00 0 0 0 0 30 C03 [E 0

"TdAMS 000 0 000 E000 00000 0 00 00
0000 0000 ULJU1E OOOM [0 00 [ E L]

JUN JUL AUG mEP OCT NOV

9 1 22 320 7 14 21 21 4 11 16 2R 1 II If21 29 5 13 20 27 4 10

Figure IV.]. Concurr-nt Validation schedule.
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Since data collection was not concluded until FYG6, a detailed
description of the Concurrent Validatioa; procedure and results must wa,ý for
a future report. However, the basic sampling plan, team training, and data
collection procedures are summarized below. An outline of the planned data
analysis steps is presented in tle following section (i.e., Section 3 of Part
IV).

Cross-Validation Sample

The general sampling plan was to use the Army's World-Wide Locator
System to identify, at the specified sites, all the first-term enlisted
personnel in Batch A and Batch Z MOS who entered the Army between 1 July 1983
and 31 July 1984. If possible, the individual's unit identification was also
to be obtained. The steps described belo. #ere then followed. The intent
was to be as representative as possible while preserving enough cases within
units to provide a "within rater" variance estimate for the supervisor and
peer ratings.

Smpling Plan: Concurrent Va'lidation

A. Preliminary activities:

1. Identify the subset of MOS (within the sample of 19) for which
it would be possible *i actually samnple people within units at
specific posts. That is, given the entry date "window" avid
given that only 50-75 percent of the people on a list of
potential subjects could actually be found and tested, what
MOS are large enough to permit sampling to actually occur?
List them.

2. For each MOS in the subset of HOS for which samplinq is
possible, identify the smallest "unit" from which 6-10 people
can be drawn. Ideally, we would lilae to sample 4-6 units from
each post and 6-12 people from each unit. For the total
concurrent sample this would provide enough units to avfraqq
out or account for differential training effects ond
leadership climates, while still providing suffi:iont degrees
of freedom for investigating within-group effects such as
rater differences in performance appraisal.

3. For the four MOS in the Preliminary Battery sample, identify
the members of the PB sample who are on each post.

B. The ideal implementation would be to obtain the Alpha Roster list
of the total population of people at each post who are in the Ig
"MOS and who fit our "window". The lists would t~e sent to HumRRO
"where the following steps would be carried out:

1. For each MOS, randomize units and -'-nd'3mize names within
units.
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2. Select a sample of units at random. The number would be large
enough to allow for some units being truly unobtainable at the
time of testing.

3. Instruct the Point-of-C.intact (POC) at the post to obtain the
required number of people by starting at the top of the list
and working down (as in the Batch A field test) within each of
the designated units, If an entire unit is unavailable, go on
to the next one on the list.

4. In those MOS for which unit sampling is not possible, create a
randomized list of everyone oin the post who fits the. window.
Instruct the I';C to obtain the required number by going down
the list from top to bottom (as i, tVie Batch A field tests).

C. If It is not possible to tring the Alpha Roster to HumRRO, provide
project staff at the po~t to assist the POC in carrying out the
above steps.

1. If it is not poisible to randomize names at the post,
firsL use the World.-Wide Locator to obtain a randomized list,
carry the list -to the post 'and use it to sample, names from
units drawn from a randomizad list of units. If there are
only six to &;ght uniti on the post, then no sampling of urits
is pos;b.be. U.e them all,

D. If it is not possible. for pr-oject personnel to visit the pcst, then
provide the randomixc.d Woý-ld-Wide Locator list to the POC. Ask him
or her-to follow the sampling plan described above; supply written
and telephone assistance. That is, the POC would idertify a sample
of units (for those MOS for which this is possible), match the unit
roster with the randomized World-Wide Locator list, and proceed
down each unit until the required number of people was obtained.
If the POCs can generate their own randomized list from the Alpha
Roster, so much the better. The World-Wide Locator serves only to
specify an i priori randomized list for the POC.

E. If none uf the above options is possible, then present the POC with
the sampling plan and instruct him or her to obtain the required
number of people in the most representative way possible (the tatch
B pruLedure).

Actual Samples Obtained

The final sample sizes ?re shown by post and by MOS in Figure IV.2.
Note that it was not always possible i(i all MOS to find as many as 600
incumbents with the appropriate accession dates at the 15 sites. Some MOS
;imply are not that big.
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Data Collection Team Composition and Training

Team U.mposition

Each data collection team was composed of a Test Site Mlanager (TSfl) and
six or seven project staff members who were responsible for test and rating
scale administration. The teams were made up of a combination of regular
project staff and individuals specifically recruited for the data collection
effort (e.g., graduate students). The test site manager was an "old hand"
who had participated extensively in the field tests. This team was assisted
by eight NCO scorers (for the hands-on tests), one company-grade officer POC,
and up to five NCO support personnel, all recruited from the post.

Team Training

The project data collection teams were given 3 days of training at a
central location (Alexandria, VA). During this period, Project A was ex-
plained in detail, including its operational and scientific objectives.
After the logistics of how the team would operate (transportation, meals,
etc.) were discussed, the procedures for data entry from the field to the
computer file were explained in some detAil. Emphasis was placed on reducing
data entry errors at the outset by correct recording of responses and correct
identification of answer sheets and diskettes.

Next, each predictor and criterion measure was examined and explained.
The trainees took each predictor test, worked throuq;i samples of the knowl-
edge tests, and role played the part of a rater. Considerable time was spent
on the nature of the rating scales, rating errors, rater training, and the
procedures to be used for administering the ratings. All administrative
manuals, which had been prepared in advance, were studied and pilot tested,
role playing exercises were conducted, and hands-on instruction for mainte-
nance of the computerized test equipment was given.

The intent was that by the end of the 3-day session each team member
would (a) be thoroughly familiar with all predictor tests and performance
measures, (b) understand the goals of the data collection, (c) have had an
opportunity to practice administering the instruments and to receive feed-
back, and (d) he committed to making the data collection as error-free as
possible.

Hands-On Scorer Training

As noted abovw, eigcht NCO scorers were required for Hands-On test scor-
ing. They were recruited and trained using procedures very similar to those
used at each post in the criterion field tests. Training took place over I
full day and consisted of (a) a thorough briefing on Project A, (b) an oppor-
tunity to make thL tests themselves, (c) a check of the specified equipment,
and (d) multiple practice trials in scoring each task, with feedback from the
project staff. The intent was to develop high agreement for the precise re-
sponses that would be scored as GO or t!0-GO on each step.
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Lata Collection Procedure

The Concurrent Validation administration schedule for a typical site
(Fort Stewart, Georgia) is shown in Figure IV.3. The first day (22 Jul 85)
was devoted to equipment and classroom set-up, general orientation to the
data collection environment, and a training and orientation session for the
post POC and the NCO support personnel.

BATCH A MOS BATCH Z MOS
4 Blocks, 4 Hours Each 2 Blocks, 4 Hours Each

Block 1 Predictor Tests Block 1 Predictor Tests

Block 2 School and Job Knowledge Tests Block 2 School and Job Knowledge
Army-Wide Ratings Tests Army-Wide Ratings

Block 3 MOS-Specific Hands-On Tests

Block 4 MOS Ratings
MOS-Specific Written Tests

Figure IV.3 Concurrent Validation test outline.

On the first day of actual data collection (23 Jul 85), 30 MIOS 12B
soldiers arrived at the test site at 0745. The 30 soldiers were divided
randomly into two groups of 15 soldiers each, identified as Group 1 or 2.

- Each group was directed to the appropriate area to begin the administration
for that group. The measures administered in each block of testing are shown
in Figure IV.3. The groups rotated under the direction of the test site
manager through the appropriate blocks according to the schedule shown in
Figure IV.4.

For soldiers in a Batch Z 1OS, like 12B, the procedure took 1 day. For
soldiers in a Batch A IOS, like MlOS 91A, the procedure was similar but took 2
days to rotate the soldiers through the appropriate blocks, as shown in the
6-7 August schedule at Fort Stewart.
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Fort Stewart, GA
Concurrent Validation

22 July - 30 August 1985

Soldiers for 2 Da-ys* (Batch A) (Batch Z) Soldiers for 1 Day*

Groups of 15 1 2 3 4 1 2

22 July AM Training/Orientation for Data Collection

PM "

30 12B 10-20 Soldiers

23 July AM P K/R
PM R/K P

32 27E 10-20 Soldiers

*24 July AM K/R P
PM P R/K

30 55B 10 - 20 Soldiers

25 July AM P K/R
PM R/K P

30 55B 10-20 Soldiers

26 July AM K/R P
PM P R/K

p%

30 76W 10-20 Soldiers

29 July AM P K/R
PM R/K P

30 76W 10-20 Soldiers

30 July AM K/R P
PM P R/K

30 94B 10-20 Soldiers

31 July AM P K/R
PM R/K P

Figure IV.4. Sample schedule for Concurrent Validation administration.(Page 1 of 4)
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Soldiers for 2 Days* (Batch A) (Batch Z) Soldiers for 1 Day*

Groups of 15 1 2 3 4 1 2

30 16S 10-20 Soldiers

1 Aug AM K/R
"PM P R/K

15 16S & 14 51.B 10-20 Soldiers

2 Aug AM P K'R
PM R/K P

30 51B r0-20 Soldiers
5 Aug AM Train 8 91A Scorers r K/R

PM - - R/K P

45 91A 10-20 Soldiers 15 54E10-20 Soldiers

6 Aug AM P K3RI HO K/R
PM HO R2K6 R1K5 P

7 Aug AM R1K3 HO P Train 8 lIB Scorers

PM K5R2 P R2K3 - -

45 11B 10-20 Soldiers 15 54E 10-20 Soldiers

8 Aug AM P K3R1 HO K/R
PM HO R2 K5 RiK5 P

9 Aug AM R1K3 HO P Train 8 13B Scorers PM
K5R2 P R2K3 - .

45 13B 10-20 Soldiers 15 54E 10-20 Soldiers

12 Aug AM K3R1 ItO K3R1 P
PM HO P R2K5 R/K

Figure IV.4. Sample schedule for Concurrent Validation administration.
(Page 2 of 4)
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Soldiers for 2 Days* (Batch A) (Batch Z) Soldiers for 1 Day*

Groups of 15 1 2 3 4 1 2

45 13B 10-20 Soldiers 15 54E 10-20 Sol'diers

13 Aug AM P RjK5 HO Train 8 638 Scorers
PM R2Ks R2K3 P --

30 63B 10-20 Soldiers

14 Aug AM P HO
PM HO P

30 67N 10-20 Soldiers
15 Aug AM K3RI RIK5 Train 8 95B Scorers P K/R

PM R2K5 R2K3 -- R/K P

45 95B 10-20 Soldiers

16 Aug AM K3 RI HO K3R1
PM HO P R2K5

19 Aug AM P RIK5 HO Train B 71L Scorers
PM R2K5 R2K3 P - -

45 71L 10-20 Soldiers 15 67N 10-20 Soldiers

20 Aug AM K3RI HO K3RI P
PM HO P R2K5 R/K

21 Aug AM P RIK5 HO Train 8 31C Scorers
PM R2K5 R2K3 P - -

11
Figure IV.4. Sample schedule for Concurrent Validation administration.

(Page 3 of 4)
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Soldiers for 2 Days* (Batch A) (Batch Z) Soldiers for 1 Day*

Groups of1 1 1 2 3 4 1 2

30 31C 10420 Soldiers 30 76Y 10-20 Soldiers

22 Aug AM HO K3R1 K/R P
PM RIK5 HO P R/K

23 Aug AM R2K3 P Train 8 64C Scorers
PM P R2K5 - -

45 64C 10-20 Soldiers 15 76Y 10-20 Soldiers

26 Aug AM K5R1 K5R1 HO P
PM P HO RjK5 R/K

27 Aug AM HO K3R2 P Train 8 19E Scorers
PM K3R2 P R2K3 - "

60 19E 10-20 Soldiers

28 Aug AM KSR1 P K3R1 HO
PM HO R1K3 P K3R1

29 Aug AM K3R2 HO R2K5 P
PM P KsR2 HO R2K5

30 Aug AM Make-up Day
PM --

R -R7ating Scales

RI Batch A (Army-Wide, MOS BARS, Job History)
R2 Batch A (Combat Prediction, Work Questionnaire, Personnel File

Information)
R Batch Z (Army-Aidp, Overall Performance, Common Tasks, Combat Predic-

tion, Work Questionnaire, Personnel File Information)
K - Knowledge Tests

K3 Training Achievement Tests
K5 MOS Task-Based Tests

P - Predictor Tests
R - Rating Scales
HO - Hands-On Tests

In addition, at the end of their final session, all soldiers filled out the
Measurement Method Rating (MMR)

Figure IV.4. Sample schedule for Cuncurrent Validation administration..

(Page 4 of 4)
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Section 3

CONCURRENT VALIDATION: ANALYSIS PLAN

The analysis plan for the Concurrent Validation data is outlined in this
section. The overall goal is to move systematically from the raw data, which
consist of thousands of elements of information on each individual, to
estimates of selection validity, differential validity, and selection/
classification utility.

General Steps

The overall analysis plan consists of the following steps:

1. Prepare and edit individual data files.

2. Determine basic scores for the predictor variables.

3. Determine basic scores for the criterion variables.

4. Describe the latent structure of the predictor and criterion
covariance matrices.

5. Determine how well each predictor predicts each criterion variable
(for each MOS).I

6. Determine how well predictive relationships generalize across
criterion constructs and across MOS.

7. Examine subgroup differences in the predictive relationships and
their generalizations.

8. Evaluate alternative sets of predictors in terms of maximizing
classification efficiency while minimizing any predictive bias.

Data Preparation

For initial processing, the data from the field are being divided into
the following groups:

Predictor Measures -

* Computer Tests - diskettes are sent to project staff for
process-Ing.

@ Paper-and-Pencil Tests - booklets sent to vendor for scanning.

Criterion Measures-

* Hands-on Measures - score sheets sent to project staff for
keypunchl ng,
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I!
0 Ratings, Knowledge Tests, Dackground, Job History, Work Ques-

tionnaire, t 4ethod Measuremient, Personnel File Information - sent
together to vendor for scanning.

The Roster Control File will be msged with the most recent Enlisted
Master Files extracts for the FY83/84' ,-h't and with Applicant/Accession
files. Any unmatched cases will be f,' *. ..,ýcked for incorrect identifiers.

Score Generation

While the data are still separated into the different types, initial
score variables will be generated. For the paper-and-pencil tests, we will
generate number correct and number omitted scores, as was done in the field
tests. Subsequent revisions to these scores will be implemented to reflect
any scoring changes suggested during item analyses and as part of subsequent
outlier analyses.

For the non-cognitive predictor tests, scale scores will be generated ir,
the same manner as was done for the field test. A missing data screen will
be implemented identifying any score where more than 10% of the component
items were omitted.

For the computer-administered tests, response time, error, and other
derivative scores wi'1ll be generated as per the guidance from the field test
results.

For the hands-on measures, the percentage of steps passed will be com-
puted for each task. We will also compute the number uf steps not scored for
each task. If more than 10ý. of the steps were not sco'ed for a given sol-
dier, the task score will be identified as missing; otherwise, scores for the
missing steps will be imputed as described under Missing Values below.

For the rating data, adjusted ratee rmeans will be computed for each
rating scale as was done in the field test. A separate file of the indi-
vidual ratings will be maintained for reliability and other analyses.

Initial summary measures will be defined for each data collection method
(hands-on, rating, and knowledge test) on the criterion side. These measures
will be means of task scores or rating scales and %ifil serve as performance
factor scores pending more precise definitions of performance composites.

Outlier Analysis

Outlier analysis will be cornducted for each of the predictor and cri-
terion score variables. For test data, distribution of the number correctand number omitted will be examined. Residual errors in predicting these

scores from other variables will also be exanined. Any residuals larger than
three standard errors will be questioned.
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For the non-cognitive predictor measures, additional screening will be
performed. The ABLE includes built-in validity scales. The cutoffs used
with the field test data will be reviewed with project staff. The default
will be to use the same cutoffs and identify all of the ABLE scale values as
missing for any soldier exceeding the cutoff.

For the rating data, we will conduct outlier analysis and individual
rater adjustments in the same way that we did for the field test data. This
procedure involves looking at the correlation of each rater's ratings with
the mean of all other raters' ratings of th. same soldiers and also looking
at the mean signed error. Outliers are identified in terms of these
statlstics and also in terms of measures of halo (lack of variability across
di mensi ons).

Missing Values

Because extensive multivariate analyses requiring complete data will be
performed, the treatment of missing values -is an important concern, much more
so than was the case with the field test data. Prior effnrts have amounted
to substituting either examinee means or variable means for missing values.
We plan to use PROC IMPUTE to derive proxy values for missing scale scores
(and for missing step scores in the hands-on analyses).

This procedure essentially substit 'es a value observed for a respondent
who was very similar to tIe examinee with the missing variable. This
procedure has been shown to be significantly better than straight regression
procedures (e.g., BMDPAM) in reproducing correlation and variance estimates,
as the regression approaches tend tu underestimate variances and to
spuriously inflate correlations.

Data completion flags will be generated for each battery. For each set,
the flag will indicate whether the data are complete, partially complete and
partially missing or imputed, or entirely missing or imputed.

Predictor Score Analyses

After data preparation, basic item analyses, and the initial score
generation, the principal objectives for the predictor analyses are to
generate the basic summary scores that will enter the initial prediction
equation in each MOS, examine t.he latent structure of those scores, and
determine MOS and subgroup differences. The basic steps are as follows:

1. Using the initial scores, items/scale score analyses will bLe
conducted as the final opportunity to (a) identify faulty items,
(b) revise the scale by eliminating some items, and (c) arrive at
the final array of predictor scores that will be entered in the
predictor intercorrelation matrices.

2. Scale reliabilities and descriptive statistics will then be
computed.
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3. The latent structure of the predictor space "will be examined via
confirmatory factor analysis. Factor structure matrixes based on
the field test data were estimated for each of the predictor
domains, Once the scale scores have been created and their
reliabilities estimated, we will proceed to confirmatory factor
analysis. We anticipate a hierarchy of predictor factors. At the
most detailed level the factors will include:

Cognitive Factors - Verbal (from ASVAB), Quantitative, Technical
Knowledge, Speed, Visualization

Psychomotor Factors - Reaction Time, One-Hand Tracking, Two-Hand

Tracking, etc.

Non-cognitive Factors - Surgency, etc.

LISREL runs will be examined to determine the goodness of fit of
hypothesized factor structures. In addition to testing an a priori
model, we will look for potential simiplifications (loadings not
significantly different from zero) and also consider potential
improvements In fit by adding additional dimensions or additional
loadings on the existing dimensions. In considering modifications
to the original model, interpretability will be given somewhat more
weight than empirical statistics.

4. Predictor factor (construct) scores will be estimated with a least
squares procedure. The chief alternatives would be weighted sums
(means) on the one hand and a more complex maximum likelihood or
multistage least squares approach to factor score estimation.

S. MOS differences in the predictor constructs will be examined. The
purpose of these analyses will be to see what kind of applicants go
"into (and remain in) the different M1OS. Particular attention will
be focused on the interest and temperament measures. This work will
be necessarily exploratory since only concurrent data will be avail-
able for most measures. Special analys.s with the Preliminary
Battery MOS will attempt to determine whether the same construct
differences existed prior to training.

6. Subgroup analyses will be run separately for each of the riOS with at
least 100 in each of the different race or gender groups. At this
stage, we are just looking for mean differences in the predictor
scores, not for differences in regression slopes.

Criterion Score Analyses

After data preparation has been completed, the objectives for the
criterion analyses are to identify an array of basic criterion variables
(i.e., scores), investigate the latent structure of those vari•ables, and
determine the criterion construct scores. The following steps will be taken:

1. A final set of items by a priori scale analyses will be used tu

identify faulty or misplaced items. At this point the number of
criterion variables will still be too large to enter into an
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intercorrelation matrix. For example, the job knowledge test will
still contain 30 task icoras, and the number of individual rating
scales will still be quite large.

2. A more manageable set of basic criterion scores will be obtained by
factoring/clusterinC ratinti scales, hands-on test steps, arnd knowl-
edge test items. In general, exploratory factor analysis will be
used to reduce the itidividual rating scales to clusters of scales
that will be averagwed. For example, analyses of the field test data
suggested that it might be reabonable to group the 11 Army-wide BARS
scales into two or three clusters. For the hands-on and knowledge
tests, items will be clustered via expert judgment sorts.

3. After step I yields a basic array of criterion scores, an intercor-
relaticn matrix will be calculated for etch 110S. uxploratory factor
analyses will be used to generate hypotheses about the latent struc-
ture of the criterion space.

4. The "theories" about the criterion space generated in step 3 will be
subjected tc confirmatory analyses ini an attempt to make a reason-
able choice about the best-fitting model for the total comain of job
performance for each 1,OS.

5. After the variables that comprise each criterion factor (construct)
are identified, factor scores will be generated in a similar fashion
as for the predictors.

Predictor/Criterion Interrelationships

After the above analyses have been carried out, the basic variables and
the best-fitting model for both the predictors and the performance measures
will have been identified. They can be compared to the "best guess" that was
offered at the conclusion of +,.qe field tests. They also provide the vari-
ables to be used for establishing the selection/classification validity of
the new predictor battery and for determining differrntial validity across
criterion constructs, across jobs, and across subgroups. The basic picture
and the analysis steps are summarized in Figures IV.5 and IV.6.

The validity analyses will begirby regressing the predictor battery
against each criterion factor on each MOS. 11thin 11OS we will then proceed
to determine how much information is lost by reoacine the number of predic-
tion equations frorm K, the number of criterion factors, to just one equa-
tion. The predictive accuracy of the composite equation can then be compared
to an eq'iation developed for tne composite criterion measure for each MCC.
The method for obtaining the criterion composite score is des',ribed below.

The general'Izability across 'IOS of the prediction equation for each
criterion factor will be determined by using the predictor weights developed
for one MCOS to compute predicted scores for the same criterion factor (e.g.,
peer leadership and support) in cach of the other V'OS. The loss in predic-
tive information as the number of equations is reduced from 19 to 1 ONll be
determined.
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Predict.,r Criter;on
Variables Factors

1 2... p 1 2... c

1
2

PredIctor
Variables rpp rpc

2

Criterion
Factors . rcc

c*

Figure IV.5. Predictor variable/criterion factor matrix.

A. Within MOS.

1. Compute "best" prediction equation for each criterion factor.

2. Compute best prediction equation• for overall composltq score.

3, Determine loss of predictability as number of equations Is reduced from (1) to (2).

4. Determine incremental validity of Project A measives (over ASVAB).

a. Petween MOS.

1. Determine jieneraliability of each perfmrmance factor't prediction equation across M OS.

2. Deturmine generalizabillty *! composite prediction equations across MOS.

3. Determine gehartuizability of incremental validity amroas MOS.

C. Differential Prediction Across GenderiMircrity Groups (within selected MOS).

1. Differential prediction for critenon spepifio equtibons.

2. Differential prediction for criterion composite equation.

D. Estimation of Classification Efficiency.

1. Srogden/MHmst approximation.

2. Project A approximation.

Figurc IV.6. Analysis plan for predictor variable x criterion factcr matrix.
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For each major prediction equatior. the degree of differential prediction
across racial and gender groups will be determined for MOS in which sample
sizes are sufficient. For equations that produce significant differential
prediction, the predictors that seem to be the source will he isolated and
the validity of the equation recomputed with those variables omitted.

Also, for each major- prediction equation the incremental validity of the
Trial Battery compared tu ASVAB will be computed. For the first analyses the
degree of incremental validity will be expressed in terms of variance
accounted for (ZRZ). Additional indexes will be presented in the form of
expectancy charts where specific base rates on the criterion are used to
compare the percentage of correct predictions using ASVAB and ASVAB plus the
Trial Battery.

Criterion Composite Scores

At the operational level, a selection and classification system makes
two fundamental decisions about individuals: to select or not select into the
organization, and, if selected, to r'hoose the Job (MOS) to which the
individual will be assigned. For the Army these have the form of two
sequential single-chuice decisions. Developing the appropriate decision
rules and estimating the overall validity, or accuracy, with which each
decision is made requires a single algorithm. To compute a single validity
estimate, the individual pieces of validity information must be aggregated.
One straightforward way of doing this is to compute the decision rules and
validity estimates using a single aggregdte or composite measure of job
performance.

For each MOS an overall criterion comaposite score will be computed for
each individual in the following way. The latent structure, or criterion
model, which receives the strongest support in the confirmatory analysis
will be used to deslgnate the specific measures that will be aggregrated to
obtain factor or construct scores. Since the observed scores that enter the
confirmatory analysis will already have been through a considerable amount of
item and scale aggregation, the most straightforward scoring procedure would
be to use an unweighted sum of standard scores to obtain a construct score.

Once the latent structures, or criterion constructs, for each MOS have
been identified and defined, an overall composite wile be obtained by expert
weighting. To accomplish this, a series of workshops will be held with NCOs
and company officers from each MOS, and the NCOs and officers will act as
SMEs to scale the relative importance of each criterion construct for overall
performance. Once the construct weights are obtained, they can be used togenerate a weighted composite score.

During FY86, several different scaling methods for obtaining importance
weights will be tried out in three exploratory workshops. The method judged
to be the most feasible and most informative will be used In the final
criterion weighting workshops which will begin in the summer of 1986. The
judgment methods being explored are ratio estimation, paired comparisons, and
conjoint measurement. Methods will be compared in terms of their ease of
use, perceived validity, acceptability to the Army, and interJudge agreement.
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After the importance weights for the performance factors are obtained,
the composite scores for each MOS can be compuLed and used to derive a single
prediction equation for each MOS. An additional issue is the effect of
scenario (e.g., European conflict vs. peacetime) on the construct weights.
Scenario effects will also be explored in the preliminary workshops.

Perfornmavce Uti11it

A full determination of classification vblidity or efficiency requires a
common performance or criterion metric across all jobs (MOS). If the anal-
ysis goal Is to rank order the validity, or efficiency, of alternative clas-
sification systems, then the procise meaning of the common metric is not
crucial. However, if an urganizatlkn wants to evaluate the cost vs. benefit
of a new system, then som* sort of utility metric is necessary.

In the private sector, great deference is paid to the dollar metric as
the appropriate utility scale. If only the costs and benefits of personnel
programs could be portrayed in dollar terms, then decisions among alterna-
tives would be straightforward, or so it is hoped. Attempts to deal with tie
dollar metric in personnel research is well documented (e.g., Boudreau, 1983;
Cascio, 1982; Hakel, 1986; Hunter & Schmidt, 1982) and need ndt be repeated
here.

The general procedure that Project A has used to approach this problem
is summarized in Sadacca and Campbell (1985). We began by exploring the
problem in eight workshops with 8-12 field grade Army officers in e.ch
workshop. Each workshop incorporated both a general discussicn of the
"utility of performance" issue and a tryout of one or more potential scaling
methods with which to scale the utility of MOS x performance level combi-
nations (e.g., an MOS l1B Infantryman who performs at the 70th percentile).
Five performance levels were defined as simply the 10th percentile, 30th
percentile, 50th oercentile, 70th percentile, and 90th percentile per-
forn.r. The find4 ngs and conclusions from this first series of worksliops are
reported in Sadacca and Campbell. The more impovtant conclusions were as
follows:

1. For an organization such as the Army, expressing the utility of
performance in dollars maker little conce3ptual sense. The Army is
not in business to sell a product or service. Its job is to be in a
high state of readiness so as to be able to respond to external
threats of sr unpredictoble nature.

2. When using any one of several techniques (e.g., ratio estimatlon,
paired comparisons), Army officers can provide reliable and con-
sistent utility judgments. There does seem to be a commonly held
value system about the relative utility of speclflc IMOS x
performance level combinations.

3. When participants were asked to describe the performance behaviors;
of individuals at the different performanco levels, the mode',
descriptions were very similar to the behavioral anchors of the BARS
scales described in Part III. Again, at some general level, there.
does seem to be more common understanding of what performers at
different levels are like.
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During FY85 and on into FY86, an additional series of five utility
scaling workshops were conducted. This second series examined specific
scaling Iss- 4s and evaluated alternative scaling methods. Workshop
participants were asked to judge the difficulty of using each method and to
state their ,,erception of Its validity. Methods are being compared in terms
of their time demands on the Judges, the amount of information they provide,
and the degree of interJudge agreement.

At the conclusion of FY85, the following utility scaling methods were
still in the process of being compared and evaluated.

0 Card sort - A sample of MOS x performance level combination was
sorted into 7-10 piles such that there ware equal-appearing
intervals between piles on a scale defined as the priority for
filling force strength requirements. A variant of this procedure
was to designate one of the piles as having zero utility for the
Army. Cards sorted into piles below that point represented
combinations with negative utility.

a Scallno against a standard - This was a ratio estimation technique
in which a particular MOS x performance level combination was
assigned a utility of' 100 points (e.g., a 90th percentile liB) and
the remaining combinations were assigned points proportionately.

* Paired comparisons (100 point distribution) - The relative utility
7703M x perfurmance level combinations presented in pairs was
Judged oy dividing 100 points between each pair such that the
difference represented the differ-once in relative potential utility
to the Army.

* Paired comparisons (Equivalent Mantong levels) - For each MOS x
performance level combination, the judges were asked to estimate
the number of individuals of one combination that it would take to
equal some given number of the second combination (e.g., X number
of lUBs at the 50th percentile ,would be equivalent to Y number of
"71Ls at the 30th percentile). The MOS x performance level
combination pairs wpre jud'ged independently.

The exploratory workshops will be concluded during FY86. After that the
evaluation information will be analyzed and the two most promising methods
will be used to do the actual s:aling of MOS performance-level utility during
FY96 and FY87. The next steps will be a full-scale proponent review of the
utility scaling results and a series of Monte Carlo studies to determine the
effects of different ranges of utility scale values on personnel assignments.

Three crucial issues must be resolved during FY86 and FY87:

* First, the precise nature of the desired metric must be
incorporated in the scaling directioiis. cor example, if
ratio estimation against a standard i, used, then the
metric could be in terms of gains or Iosses of standard
equivalents (e.g., "The gain from using the system is
equivalent to having 3,000 more than 50th percentile 11Bs
in the force.").
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Second, the issue of average vs. marginal utility must be
addressed. That is, does the utility of a specific
MOS/performance level combination change as more and more
personnel are added to the enlisted force?

Since the answer seems certain to be yes, an appropriate
scenario must be developed that will allow scale values to be
determined in a relatively straightforward manner.

p.

,• .
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EPILOGUE

This volume has presented the first 3 years of work on the Army Selec-
tion and Classification Project. At this point a full array of selection/
classification tests and new measures of training and Job performance have
been developed. Also, all the newly developed measures have been adminis-
tered to a sample of nearly 10,000 Job incumbents in a Concurrent Validation
design. This may very well be the richest single data set ever generated in
personnel psychology, and more is yet to come. Wha tis perhaps even more
startling is that the project reached this point on schedule and with the
original research plan intact. It has done what it set out to do with no
compromises in the original objectives, so far.

It is also true that the work to date has been largely of a dev2lop-
mental nature. A great deal of time and energy was poured into the
painstaking development of multiple Instruments for multiple Jobs and into
the planning and execution of the data collection procedures. All this has
been done under virtually continual evaluation by several review bodies.
However, it is now time for the fun part. It is the time to analyze the
data, to determine what more we can learn about performance and its ante-
cedents, and to plan for the most significant data collection of all, the
longitudinal validation. To falter now would be a disaster, both for the
operational needs of the Army and for the benefit of the discipline.
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APPENDIX A

PROJECT A FY85 TECHNICAL PAPERS

A number of technical papers dealing with specialized aspects of Project
A were prepared during Fiscal Year 1985. These papers are available in an
ARI Research Note (in preparation), Improving the Selection, Classilication,
and Utilization of Army Enlisted Personnel, Annual Report, 1i95 Fiscal Year
,Suplement-to.ARI Technical 5- The following papers are included
in the Research Note:

Borman, W. C. (1985). Personal constructs, performance schemata, and "folk
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Borman, W. C., White, L. A., & Gast, I. F. (1985, August). Performance rating
as criteria: What is being measured? Paper presented at the Annual
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combination via a participative decision-making panel. Paper presen
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Angeles.

Eaton, N. K. (1985, August). Measurement of entry-level job performance.
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in the development of computerized psychomrotor measures. Paper pre-
sented at Annua vention of the American 'sy-cFo6ogical Associ-
ation, Los Angeles.

MlcLaughlin, D. H. (1935, August). Measurement of test battery value for
selection and classification. Paper presented at the Annual Convention
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